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Preliminary: vector projection 

Scalar projection of a onto b: 

a1 could be expressed as: 

b=(10,4) 

w=(1,0) 

Example 
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Presentation Notes
Norm a multiplied by cos theta
a multiplied by b hat
b hat means unit vector in the direction of b.




Preliminary: understanding PCA 



Preliminary: methodology in PCA 

• Purpose: project a high-dimensional object 
onto a low-dimensional subspace. 

• How-to:  
– Minimize distance; 

– Maximize variation. 
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Presentation Notes
Essence of project: reduce redundant information.
Feature to preserve: features that are most unique when compared with others.
Suppose build a software to differentiate men/women. What feature you would like to use?
Figure. Face.



Preliminary: math in PCA 

• Minimize distance 

 Energy function 

Compress 

Recover 



Preliminary: PCA example 

• Original figure 

 

RGB2GRAY 



Preliminary: PCA example 

• Do something tricky: 

 

compress decompress 



Preliminary: PCA example 

• Do something tricky: 

 

compress decompress 

Feature#=1900 

Feature#=500 

Feature#=10 Feature#=50 
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Featuer#=# of principal components



Preliminary: problem in PCA 

PCA fails to account for outliers. 

Reason: use least squares estimation. 



robust PCA 

One version of robust PCA: L. Xu et.al’s work. 

Mean idea: regard entire data samples as 
outliers. 

Samples are rejected! 



robust PCA 

Xu’s work modified the energy function slightly 
and penalty is added. 

If Vi=1 the sample di is taken into consideration,  
otherwise it is equivalent to discard the sample. 

Penalty item 



robust PCA 

Another version of robust PCA: Gabriel et.al’s 
work, or called weighted SVD. 

Mean idea: do not regard entire sample as 
outlier. Assign weight to each feature in each 
sample. Outlier features could be assigned with 
less weight. 



robust PCA 

Weighted SVD also modified the energy function 
slightly. 

Original feature Decompressed feature Weight 



robust PCA 

Flaw of Gabriel’s work: cannot scale to very high 
dimensional data such as images. 

 

Flaw of Xu’s work: useful information in flawed 
samples is ignored; least squares projection 
cannot overcome the problem of outlier. 



robust PCA 

To handle the problem in the two methods, a 
new version of robust PCA is proposed. 

Still try to modify the energy function of PCA… 

Penalty 

Distance 
Scale of error 

Outlier process Xu’s work 
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Presentation Notes
Sigma controls the convexity of the robust function and is used for deterministic annealing in the optimization process



robust PCA 

To handle the problem in the two methods, a 
new version of robust PCA is proposed. 

Still try to modify the energy function of PCA… 

Increase without bound! Error rejected! 

Presenter
Presentation Notes
X denotes how far does the error from the normal value, y denotes distance
Normal method uses least-squared distance so that mistakes resulted from large error is out of bound.
Using outlier process, error is rejected.



Experiments 
Four faces, the second face is contaminated. 

Learned basis images. 

PCA 
 
 
Xu 
 
 
RPCA 

PCA 
 
 
Xu 
 
 
RPCA 

Reconstructed faces. 
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Presentation Notes
The basis images could be used to reconstruct the original images.
Original PCA do not reject outliers, so the learned basis is not accurate.
Xu’s work reject the second sample entirely, so the second face could not be reconstructed.



Experiments 

Original video 

RPCA 

PCA 



Recent works 

• John Wright et.al proposed a new version of 
RPCA. 

• Problem: assume a matrix A is corrupted by 
error or noise, if we observed D, how to 
recover A? 

 

Observed matrix 

Linear operator 

Original matrix error 



Recent works 

Presenter
Presentation Notes
The optimization problem is intractable and of little practical use. 
Solve it using a convex approximation method



Recent works 

Presenter
Presentation Notes
Identiy operator, or linear operator. One pixel maps to a single pixel.
||E||_0 is the counting norm (the number of non-zero entries in the matrix)
Using convex relaxation instead.



Robust PCA demo 
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Identiy operator, or linear operator. One pixel maps to a single pixel.
||E||_0 is the counting norm (the number of non-zero entries in the matrix)
Using convex relaxation instead.
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Thank you! 


