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Abstract

Automated music generation has attracted a lot of interest in the past decade.
Despite current efforts, it is still very difficult for algorithms to produce convincing
results. The fundamental challenge lies in the complex nature of music, which
includes pitch relationship, phrase structure, section structure and creativity. Music
style transfer was proposed as a method to overcome these difficulties. This QE
paper proposes to work on a sub-task of music style transfer, specifically the transfer
of harmony from a reference music piece to a target music piece. In other words,
the problem is to transfer the reference chords to the target music. Since the pitches
and chords are discrete items, this problem is a discrete matching problem. As a
first attempt, a greedy matching algorithm is proposed to solve the problem. Test
results show that the algorithm is able to match the transferred chords to the target
melody and at the same time retain the style of the reference chords.

Supplementary Materials

Links to the example music discussed in this paper and the music generated by this
research are available in the web page https://www.comp.nus.edu.sg/~slewyh/
QE-music-examples.html

1 Introduction

Automated music generation has attracted a lot of interest in the past decade.
A variety of methods have been developed to generate music automatically. For
example, rules [1, 2], grammars [3, 4] and Markov models [5, 6] are used to generate
accompaniments, whereas integer programming is used to incorporate constraints
for the accompaniment in the music structure [7]. Genetic algorithms are used
to generate variations of melody and rhythm [8-10]. More recently, deep neural
networks are trained to generate music in the style of Bach [11, 12]. More details of
automated music generation are available in [13, 14].

Despite current efforts, it is still very difficult for algorithms to produce convinc-
ing results. The fundamental challenge lies in the complex nature of music [15]. In
general, music is a sequence or pattern of notes that follow three kinds of structures:
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short-term structure, medium-term and long-term structure. Short-term struc-
ture refers to the pitch or frequency relationship between neighbouring notes.
In a piece of well crafted music, for example Twinkle, Twinkle, Little Star, the pitch
difference between neighbouring notes has to follow a certain pattern for humans
to perceive it as musically pleasing. Note sequences with pitch differences that are
too small, too large or random! are considered as lacking short-term structure or
pitch relationship. Algorithmically generated music pieces based on fractals and
neural networks often lack short-term structures and sound random!. Medium-
term structure refers to a phrase or motif of a melody. A music phrase is a
sequence of notes that begin and end with notes or silence that are analogous to
pauses in English sentence. Music pieces with good medium-term structure con-
tains consistent phrases that transition smoothly between them. When the music
lacks medium-term structure, the phrases are inconsistent and phrase transitions
occur randomly!. Long-term structure refers to distinct sections that mark the
introduction, transition and ending of a piece of music. A well crafted long-term
structure has sections which contain reusable, self-contained music phrases. Music
pieces that lack long-term structures may have phrase combinations but sound like
existing music phrases that are randomly cut and stitched together!. For exam-
ple, simply repeating the first two bars of Twinkle, Twinkle, Little Star three times
results in a piece of music that has proper phrases but sounds incomplete!.

In addition to structure, a well-composed music exhibits creativity. A creative
piece of music is composed of original, unique musical patterns that distinguish it
from other music pieces. The patterns are often repeated with subtle variations
that bring out the recurring melody, and yet provide different flavours to the music.
Consider, for example, the first movement of Beethoven’s Moonlight Sonata and
Debussy’s Clair de Lune (“moonlight” in French). Both are slow, soothing music
pieces that carry the title of “moonlight”, but they differ a lot in style. Moonlight
Sonata is quiet and somber, and it feels a little sad and weighty. On the other hand,
Clair de Lune feels serene, bright and light-weight. In contrast, Twinkle, Twinkle,
Little Star feels simple and much less creative in composition.

Musical creativity is also expressed in terms of the complexity and sophistication
of the musical patterns. For example, Chopin’s Fantasie-Impromptu has a freestyle
improvised sound, as though it is played spontaneously. It is a challenging piece to
play because it is a fast piece and the right hand has to play at twice the speed of the
left hand. Other uniquely creative piano pieces that are very difficult to play include
Chopin’s Etude (study piece) opus 10 no. 4, which requires rapid runs of both hands
and frequent switching of melody between the two hands; Rimsky-Korsakov’s Flight
of the Bumble Bee, which mimics the flight and the sound of a busy bumblebee; and
Liszt’s Etude no. 3 Un Sospiro, which requires frequent crossing of two hands to
produce continuous flow of notes over a wide range. In summary, creativity in music
is exhibited through the composition of unique, complex and sophisticated musical
phrases and sections that distinguish a piece of music from the others. To date,
most music generation systems are still unable to exhibit creativity in generating
music [13].

'Refer to the web page https://www.comp.nus.edu.sg/~slewyh/QE-music-examples.html
for examples.
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Dai et al. [16] propose to overcome these difficulties using the concept of music
style transfer. They define music style transfer as altering the style of a music
while preserving its content. Due to the multi-level nature of music, content and style
at different levels refer to different aspects of music. At the lowest level of sound,
content refers to the performance control of music such as loudness and speed, and
style refers to timbre, which is the perceptual quality produced by various musical
instruments. This kind of style transfer is called timbre style transfer. At the middle
level of performance, content refers to the elements of a music score and style refers
to performance control, giving rise to performance style transfer. At the highest level
of music score, content refers to melody and style refers to other score elements. This
is called composition style transfer.

The definition of music style transfer proposed by Dai et al. [16] has some weak-
nesses. Firstly, it is too simple and general because it does not state the source of
the style information. For example, a method that alters the style by random as-
signment of musical notes fits the definition even though the style is not transferred
from any source. Secondly, its definition is incomplete. At the timbre level, the
music content should include not only performance control but also score elements
such as the melody and chords.

This QE paper refines the definition of music style transfer as the synthesis of the
style of a target music based on the style of a reference music while preserving the
content of the target music. The synthesized style is derived specifically from the
reference style and retains the stylistic qualities of the reference style. In contrast
to the definition of Dai et al. [16], the refined definition clearly states the source of
style information and the required properties of style synthesis.

In music composition, there are three general ways of creating different styles for
a piece of music [17, 18], namely harmonization, arrangement, and variation. Har-
monization creates the chords and chord progression to generate different harmony
between chords and melody. Arrangement may include harmonization, paraphras-
ing of melody, and adding or changing music materials for the introduction, transi-
tions and ending of music. Variation may change several aspects of music including
melody, rhythm, harmony, timbre, etc. When applied to music style transfer, they
should keep the melody of a target music unchanged.

This QE paper focuses on a sub-task of composition style transfer, specifically
the transfer of harmony. Given a target music score, the computational problem is to
generate the target’s harmony based on the harmony of a reference music score while
preserving the target’s melody. At present, this paper does not consider multiple
reference music pieces. The primary reason is that the composition style of every
piece of music is unique, especially for western classical music. For example, the
composition styles of Chopin’s Marzuka in A-flat major (opus 7 no. 4) and Chopin’s
Marzuka in F minor (opus 24 no. 4) are very different even though both pieces are
of the same genre (mazurkas) composed by the same composer (Chopin). Even the
four marzukas in the same opus, e.g., Chopin’s opus 7, have subtle differences in the
chords that accompany the melodies. For example, opus 7 no. 4 has a prolonged
D-flat base note in the chord, which is absent in opus 7 no. 1 to no. 3. On the other
hand, opus 7 no. 3 ends with an unusually long bright chord in a harmonically dark
music setting. Any attempt at combining the composition styles of multiple music



pieces very likely result in a kind of averaged style that dilutes the uniqueness of a
specific composition style [19].

There are existing methods that are similar to but different from music style
transfer [20-25]. These methods synthesize the style of the target music based on the
properties of a desired style. These properties can be either hand-crafted or learned
from training examples. The synthesized style is derived from the properties but
not from one specific training example. For example, in [20], the newly synthesized
style is determined by the timbre and performance control properties learned from
a set of training examples. The synthesized style is a kind of averaged style of
the training examples, which dilutes the uniqueness of the styles of the training
examples. To differentiate these methods from music style transfer, they are grouped
into a separate category called music style generation.

2 Overview of Music Structures

Music score represents the structure of music by encoding a set of musical elements
in visual form (Fig. 1). Its fundamental element is a note, which has three main
attributes: pitch, duration and onset. Pitch is the perceptual property that relates
to the frequency of sound. It is denoted by the vertical position of a note. The
higher the position, the higher is the pitch. Duration is denoted by different types
of note symbols (Fig. 2). The notes with longer durations are multiples of those
with shorter durations. Onset is the starting time of a note, and it is denoted by
the horizontal position of the note, where time goes from left to right. When no
note is present, a rest is indicated. Like notes, rests have varying durations (Fig. 3).

The horizontal sequence of notes is divided into segments called bars by vertical
bar lines (Fig. 1). A bar’s relative duration is encoded by the time signature,
which consists of two numbers such as 2/4, 3/4, 4/4 and 6/8. The bottom number
relates to the duration of a time unit called a beat and the top number denotes the
number of beats in a bar. For example, 2/4 means that there are two beats in a
bar, and the relative duration of a beat is a quarter note or crotchet. The actual
duration of a bar is encoded by the tempo, which indicates the number of beats
per minute. The notes that are held across bars are marked with a tie.

Pitch is related to frequency. For a pitch p that is double in frequency of another
pitch ¢, p is said to be an octave above ¢. In western music, there are 12 distinct
pitches in an octave, and the smallest pitch difference is called a semitone. For
example, E and F are a semitone apart. A pitch can be raised or lowered by a
semitone using the sharp symbol # or the flat symbol b, respectively (Fig. 2). For
example, C# is a semitone above C, and Bb is a semitone below B. The complete set
of 12 pitches in an octave consists of C (Bg), C¢ (Db), D, D¢ (Eb), E (Fb), F (E#),
Ft (Gb), G, G# (Ab), A, Ag (Bb) and B (Cb). A set of common pitches that form the
basis of a music piece is denoted as the key of a piece. Frequently occurring pitches
modified by sharp or flat symbols are denoted as a set of sharp or flat symbols on
the music score, called a key signature.

A sequence of notes forms a melody. It is usually perceived by the listener as
a distinct entity because of its repeatable pattern of duration called rhythm and
unique sequence of pitches. A melody consists of one or more shorter sequence of
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Figure 1: Excerpt from Gymnopedie No. 1 by Erik Satie.
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Figure 3: Rests with varying duration values.

notes called phrase or motifs. It can be described by the rising and falling of
individual notes which forms a melodic contour.

A set of 2 or more notes played concurrently forms a chord. These notes can also
be sequentially played in rising and descending order. The notes of a chord sounding
together forms harmony. A set of chords in motion forms a chord progression
which can interact with the melody to form complex harmonies. Chords can also
be identified by the pitch difference between its notes. The pitch difference between
two notes forms an interval, which is measured in semitones. Certain intervals
in chords cause unpleasant clashes in sound called dissonance, which creates the
perception of tension in music. Tension caused by the clash between notes in the
melody and chords is called harmonic tension.

Apart from chords sounding together, a group of melodies can also interact to



form harmonies. This arrangement is known as counterpoint. In counterpoint, the
melodies tend to be harmonically interdependent and yet independent in rhythm and
contour. The melodies in counterpoint music can be restricted by rules of increasing
complexity. This type of counterpoint is known as species counterpoint.

3 Related Work

This section reviews existing methods of music style generation and music style
transfer. Section 3.1 presents methods on music style generation which captures a
wide variety of works. Section 3.2 highlights music style transfer methods and posits
why some existing methods are not considered as performing music style transfer.

3.1 Music Style Generation

The range of methods for music style generation is notably wide. It includes methods
based on rules, grammar, Markov chains, neural networks, evolutionary algorithms
and general constrained optimization techniques. Moreover, each of these methods
typically handle music style at one of three levels of music representation or at a
mixture of levels.

3.1.1 Rules & Grammars

Grammar and rule-based methods use symbolic manipulation to analyze and
generate a sequence of music notes according to the grammars or the rules. These
grammars or rules represent temporal structures of varying lengths about a music
piece, such as chord skeletons, melody and phrasing of individual parts. The atomic
items in the grammars or rules are the music notes or chords. Several rules can
be combined to form a hierarchical structure to represent long-term structures at
different levels. During learning phase, the rules are hand-coded or learned using
rule-based learning methods such as learning classified system and association rule
learning. Learning can be accomplished using one or more music examples. During
generation, the rules or grammar are applied to generate new note combinations, as
well as phrases and sections.

Rule-based and grammar-based methods have been used for composition style
generation to generate melody and harmony in Palestrina style [4, 26-33] and Bach
chorale style [32]. They have also been used to generate harmony against a fixed
melody [2]. They may use explicit Boolean functions [26] or fuzzy rules [29, 30] or
probabilistic rules [2]. At the performance level, rules have been used to generate
performance styles of various music eras [34], as well as novel performance styles [35,
36).

The strength of rule-based and grammar-based methods is their ability to cap-
ture the short, medium and long-term structure of the reference music in rules or
grammar. Also, by constraining the style generation system with encoded rules
and grammar, note sequences of similar style can be easily generated. However,
the grammars or rules tend to be not comprehensive enough for generating all the
nuances of music that make up an entire piece. Secondly, the rules and grammar



learnt may not generalize well to other types of styles apart from the reference music
unless probability is included to make probabilistic or fuzzy rules.

3.1.2 Markov Models

The second class of methods use Markov models to generate music style [19, 37—
50]. Markov models describe the statistical properties of the change of state, which
is the pitch of the musical note or chord over time, and assume that the current state
which is dependent only on the preceding state. It can be extended to higher-order
Markov models to describe the statistical properties of the current state in terms of
more than one past states.

Markov models with observable states are called Markov chains. Since their
states are observable, their state change probabilities can be calculated directly from
the input data samples and represented in a state transition matrix. Markov models
with unobservable states are called Hidden Markov Models. They capture both state
transition probabilities and output probabilities which are typically estimated based
on maximum likelihood approach via algorithms such as expectation maximization
and Markov chain Monte Carlo. In application, random sampling method is used to
execute state transition and output production based on the estimated probabilities.

Markov models have been used to generate melodies in rock or arbitrary style [37,
38] and harmony in Palestrina style [40], chorale style [41, 42], Western pop style [19,
44] as well as a blend of styles from classical music [43]. They may also generate
short music improvisations from pre-defined short musical patterns [45, 46] and jazz
and rock rhythms [47] and rhythms for percussion [48-50]. Higher-order Markov
chains are also used to generate chorale melodies of similar time signature and
rhythmic structure [51]. At the performance level, Markov models focus on beat-wise
structures such as inter-beat interval, inter-onset interval and local beats per minute,
while other methods target short-term structures such as metrical strength which
jointly models timing and dynamics. They can make tempo or loudness predictions
on a single music note [52], monophonic melodies [53, 54] or monophonic streams
by decomposing a music piece into its parts [55].

Methods based on Markov chains are simple and efficient whereas methods based
on Hidden Markov models are more complex. Both types of methods are natural at
introducing variety to the synthesized music due to its probabilistic state transition
and output production. Low-order Markov models (e.g., order < 3) can represent
local statistical properties, which enable them to capture new short-term musical
structure such as the relationship between neighbouring pitches. High-order Markov
models can capture medium-term phrase structure in theory, but their space and
time complexities are too large to be practically viable. For example, high-order
Markov chains produce high-dimensional transition matrices, with many empty en-
tries and they need a lot of training examples to fill the matrix entries. Moreover,
there is no guarantee that the same music phrase or chord progression can be re-
peated in different sections. For the same reason, they are not practically viable for
capturing long-term section structure. Markov chains can work on a single training
music piece. In this case, they tend to produce state transition matrices with many
empty entries.



3.1.3 Neural Networks

The third class of methods use Neural Networks to generate music in audio [21,
22, 56, 57], MIDI [58-61] and score formats [62]. Neural networks encode a note
or chord as a numeric value. They learn a highly complex nonlinear mapping be-
tween the inputs and corresponding training outputs. During training, the weights
of the neural networks are learnt using stochastic gradient descent and backpropa-
gation. During the generation phase, the network’s output is synthesized from the
features extracted from the input and the features learned from training examples
by feedforward neuron activation.

Families of neural networks used for composition style generation include re-
current neural networks (RNNs), long-short-term networks (LSTMs) and restricted
Boltzmann machines (RBMs). RNNs are designed to represent sequences of data
and have cyclical links between neurons that serve as a memory structure. It is used
to generate Bach-like minuets and marches [62] and tonal melodies [58]. In contrast,
LSTMs are a variant of RNNs which contain additional memory structure in its
nodes that can maintain information in memory for longer periods of time. They
use piano roll representation containing melody and chords to learn and generate
chord sequences in jazz [60] and Celtic style [59]. On the other hand, RBNs are a
type of neural network that can learn a probability distribution over its inputs. It
is used to learn basic melody, harmony and local temporal coherence to generate
polyphonic music [61].

In performance style generation, the neural networks are used to generate stylis-
tic performances in MIDI format. The neural networks are trained on the temporal
structure of music to learn a hierarchical non-linear transformation of their input
and synthesizes a new sequence of onsets, note durations, loudness values for every
musical note in the given score. Feedforward neural networks (FFNNs), [63-65],
RNNs [66, 67], LSTMs [68] and RBMs [69, 70] are used to learn performance ex-
pressions like note-wise velocities in training data. In timbre style generation, the
neural networks learn musical timbre representation that are further mapped to a
particular musical instrument or a class of instruments to demonstrate mixtures of
timbres [21, 22, 56, 57].

Several authors have identified the potential of RNNs, LSTMs and RBMs in
generating new sequences of melodies and harmonies which reflect the style of the
preceding sequences and they have been able to create interesting structures that
mimicks various styles. However, several limitations exists with such methods. For
example, the output of neural networks is derived from a highly non-linear function
that needs to be mapped to twelve discrete music notes. When the regression result
does not correspond exactly to a note, the nearest note is selected. This may dras-
tically change the overall musical effect since the difference between notes that are
one semitone apart are highly dissonant when sounded together. As a result, these
neural networks have difficulties producing note combinations that are consistently
repeated in medium-term phrases and long-term sections. Moreover, a large number
of training music examples are required to train a neural network, especially a deep
neural network.



3.1.4 Evolutionary Methods

Evolutionary methods generate music via evolutionary algorithms. These meth-
ods maintain a set (population) of possible music and combine different music pieces
from this set to form new ones, without training. They repeat a cycle with 3 stages,
namely evaluation, selection and reproduction with variation. In the evaluation
stage, candidate solutions are generated from user-specified examples or in a ran-
dom fashion, and are evaluated using a fitness function. In the selection phase, a
new set of candidate solutions are probabilistically copied from the old set, in pro-
portional to its fitness. In the subsequent stage, some operators are applied to the
set to increase variation. The three-stage evolution cycle repeats until music pieces
with high fitness is achieved. For effective evolution, a large population of possible
music of a wide range of varieties is needed.

Evolutionary methods differ mainly in the choice of fitness function, whose ob-
jective is to minimize the difference between the generated style and the styles
of the training examples. In composition style generation, these fitness functions
include weighted sum of melodic features or music characteristics [71, 72, 72|, dis-
tance between target music and training examples [73-75] and statistical properties
of n-gram sequences [75]. In performance style generation, the fitness function fac-
tors in the timing and energy expressiveness of a performer’s interpretation of the
performer [76]. In timbre style generation, the fitness function is based on psy-
choacoustic features such as brightness and roughness that contribute to perceptual
dissimilarity [77].

With evolutionary methods, new short-term structures and variations of given
music can be produced easily. This is achieved by the re-selection of music phrases
from existing musical pieces for modification, thus retaining short-term and possi-
bly medium-term structure and patterns. However, they are not able to determin-
istically enable musical patterns to evolve into concrete long-term structures with
contrasting musical sections because there is no mechanism for constraining musical
phrases into a distinct sections.

3.1.5 General Constrained Optimization

General constrained optimization methods generate music by learning a map-
ping from input to output music using an objective function with constraints. Typ-
ically, they represent a note and a chord as a discrete item, although continuous
numerical representation is possible. They include both continuous and discrete
optimization methods. During the derivation phase, these methods estimate the
mapping subject to constraints that encode music structure such as melody, har-
mony and rhythm. This can be accomplished by one or more music examples. At
the generation phase, the mapping is applied to generate music notes, phrases, and
possibly sections.

General constrained optimization methods have been used to generate composi-
tion styles using constraint logic programming to harmonize chorales [78], a greedy
backtracking algorithm for serial music composition in 20th century style [79] and
integer programming with melodic constraints to generate guitar solos [80]. At the
performance level, they are used to elicit dynamics, articulation and timing charac-



teristics of notes from a piece or pieces of music by a constrained objective function.
In [81], expressive dynamics and timings of score events are selected using a linear
evaluative function, allowing its duet system (involving two performers) to generate
an expressive piano accompaniment to interact with a human pianist. At timbre
level, they aim to minimize the difference in timbre between a given set of instru-
ments’ sound samples and the generated timbre. This resultant timbre can sound
like voices [82] or electroacoustic music whose dissonance and loudness is manipu-
lated by mixing timbres [83].

Methods based on general constrained optimization can generate a variety of
temporal music structures, depending on the type of constraints used. For example,
if medium-term structures like chord phrasing are constrained, then the output is
likely to contain chord phrase of a similar structure. On the other hand, if the con-
straints are specific enough to capture interesting patterns in a piece while leaving
some aspects of music structure unconstrained for exploration, the method will be
able to generate music with similar patterns that exhibit similar levels of sophisti-
cation. To date, constraints defined in existing methods are genre-specific and often
do not generalize well to other musical genres. As a result, they tend to be more
successful at producing genre-specific music structures.

3.2 Mixed Style Generation

Music styles can also be generated across multiple levels by using neural networks.
During training, the neural network learns an intermediate representation derived
from input pieces that is used for comparing with the target piece. Depending on the
control parameters supplied to the network, the learnt representation may not follow
the conventional representations of timbre, performance or composition. Therefore
during the generation phase, the neural networks could combine the input features
and training features at mixed levels of representation.

Some researchers have referred to such neural networks as performing music style
transfer [16]. However, it is important to realize that these deep neural networks
are not performing music style transfer as defined in Section 3.1. The source of
the style information in music style transfer is defined in a specific level of repre-
sentation, rather than at multiple levels of abstraction. In fact, the authors of [20]
have specifically called their neural network task music translation instead of music
style transfer to avoid confusion. Therefore, this QE paper categorizes the music
translation task of [20] as performing mixed style generation.

In [20], the neural network is an autoencoder architecture where it learns an
encoding of a mixture of performance and timbre representation from classical or-
chestra tracks and synthesizes separate instrumental tracks with multiple decoders.
It combines the instrument tracks together to form a single piece, where the perfor-
mance and timbre style from the training data is combined with the score content
of the input music.

10



3.3 Music Style Transfer

Music style transfer can be approached at three levels, namely sound, performance
and score. At the lowest level of sound, the timbre style is changed while performance
control and composition content are preserved. At the middle level of performance,
performance control style is changed while the composition content is preserved.
At the highest level of score, the composition style is changed while the melody is
preserved.

Our refined definition of music style transfer also requires that the transferred
music style comes from specific music pieces. Methods that generate music style
from desired properties that are hand-coded or learned from training examples are
not considered as methods for music style transfer in this paper. Examples of such
methods include those cited by Dai et al. [16] as performing timbre style transfer
[21, 22], performance style transfer and composition style transfer [23-25]. Instead,
they are classified as methods for music style generation.

With respect to this categorization scheme, there is no existing work that fo-
cus on performance style and timbre style transfer. However, there is an existing
method for composition style transfer [5] that is not cited in Dai et al. [16]. This
method performs a sub-task of composition style transfer where harmony is trans-
ferred across a piece. It models chords in lead sheets of Western popular songs
based on music-theoretic knowledge and statistical learning and predicts pop song
composers’ harmonization decisions for new melodies. In general, it performs style
generation in three phases, namely melody note-encoding, chord-tone determination
and chord transition. The first phase encodes each melody note with 73 attributes.
Some attribute values are automatically determined while other values like phrase
index and fragment index of a phrase are manually annotated. The second phase
captures the relationship between a melody note and chord using a classification
tree. This classification tree is trained using C4.5 algorithm to classify a note as
either a chord tone or non-chord tone. In the final phase, chord progression is cap-
tured using a predefined transition network whose transition probability is learned
using Markov chain method. If only one training music example is used, then the
resultant harmony could preserve at least the local structure of the training har-
mony, consistent with music style transfer. When more training examples are used,
then the harmonies of various training examples could be mixed together, resulting
in music style generation.

The strength of music style transfer is that it can work with a single reference
music piece. Also it synthesizes new music pieces that retain the specific music style
of the reference music pieces. In this way, it could allow for the fine control over the
nuances of music style, as well as global control over the medium-term and long-term
structures.

3.4 Summary

A summary of existing music style transfer and style generation models are presented
in Table 1. These models can be classified according to which level of style is targeted
for generation, namely composition, performance or timbre.

Table 2 compares properties of various categories of methods. In general, rule and
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Table 1: Summary of music style generation and transfer methods.

Task Style Model References
Level
Style Composition Mixed [5]
Transfer Performance — —
Timbre — —
Rule and grammar based [4, 26-33]
Markov 19, 37, 38, 40-50]
Composition Neural Network [58-60, 62]

Evolutionary [71-75]

General constrained optimization [78-80]
Mixed [84]

Rule and grammar based [34-36]

Gesgiion Markov 5255, 85 87]

Performance Neural Network [63-70]
Evolutionary [76]
General constrained optimization [81]

Neural Network [21, 22, 56, 57]

Timbre Evolutionary [77]

General constrained optimization 82, 83]
Mixed Neural Network [20]

grammar-based methods provide an effective symbolic means of generating composi-
tions and performances in a particular style, as they can generate short, medium and
long-term structures. However, they cannot generate music patterns that are not
described by the rules and grammar. Stochastic neural networks such as Boltzmann
machine can produce a variety of outputs give the same input due to its probabilistic
nature. In contrast, other deterministic neural networks lack the ability to produce
variations given the same input. Although most neural networks have succeeded in
generating short-term structures that are evocative of a generalized style of training
set, they generally still perform poorly at generating medium-term and long-term
structures that describe musical phrasing and sections.

Markov models and evolutionary methods are able to introduce new short-term
structures due to their stochastic nature which allow for variations from the same
input and the reuse of musical patterns. However, both methods are unable to
generate good long-term structures that correspond to music sections. In contrast,
general constrained optimization methods can generate various temporal structures
when appropriate constraints are incorporated. However, it may be computationally
expensive to search for the optimal combination of short, medium and long-term
structures that exhibit creative music composition.
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Table 2: Comparisons of Various Methods. Short-term, medium-term and long-term
structures refer to pitch relationship, music phrases and music sections, respectively.
 No, unless probabilistic method is incorporated.

T 1 . . i Traini
Methods Essence empora Variations Representation alnfng
structure of Note music
hort
Rules & Symbol mSed(ﬁu’n nof discrete Lor
Grammars | manipulation long ’ more
Markov & Probabilistic hort di ; 1 or
Models modeling SHOt yes 1SCrete more
Neural Nonlinear short, t )
Networks mapping may be no continuous many
medium
Evolutionary Gene short, ossible can be man
Methods recombination medium P discrete Y
) ) h
Constrained Nonlinear rnSe d(;zcr’n ot can be 1 or
optimization mapping . ’ discrete more
possibly long

4 QOverall Research Problem

This QE paper investigates a first attempt at harmony style transfer via general
constrained optimization. The computational representation of a music score is
detailed in section 4.1 and the problem of this QE paper is formally defined in
section 4.2. Finally, section 4.3 describes the algorithm used for harmony style
transfer.

4.1 Computational Representation of Music Score

The melody of a music piece consists of a sequence of musical notes or rests wu;,
i=1,...,m. A note u; has three attributes, namely pitch p;, duration 7;, and onset
time ¢;. Duration 7; encodes relative time in terms of number of beats measured in
fractions of 1/16. The onset time t; of the first note u; is 0. The onset time ¢; of

note u;, for ¢ > 1, is given by
i1
k=1

Pitch is related to sound frequency. Pitch value is encoded as a MIDI note
number ranging from 0 to 127, which corresponds to C-1 and G9 respectively. The
standard pitch p* for tuning is pitch number 69 (A4) with a frequency f* of 440Hz.
Pitch number p of any pitch is related to its frequency f by the equation

p=p"+12log, % (2)

A rest is a silent note, which is denoted using the pitch value of —1. The relationship
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Table 3: Pitch dissonance ratings based on Huron’s findings [88].

Pitch Interval | Pitch Dissonance | Example:
0, p p=C
0 0 C
1, 11 1 Cs,B
2, 10 0.8 D,Ag
3,9 0.5 Dg, A
4,8 0.4 E, G¢
5, 7 0.3 F.G
6 0.7 Fg

between two pitches can be described and measured in several ways. The absolute
signed difference between two pitches p and ¢ is called pitch difference d,:

dp(p,q) = q — p- (3)

With p and ¢ in MIDI note numbers, this difference measures the number of semi-
tones between p and g. The relative difference between pitches p and ¢ is called the
pitch interval 0, which is defined as

0p(p. q) = dy(p, q) mod 12 = (¢ — p) mod 12. (4)

Two pitches p and ¢ played simultaneously creates a perceptual dissonance called
pitch dissonance §,. The value of pitch dissonance (Table 3) is obtained based
on [88], and it is related to pitch interval. Pitches with 0 pitch interval are said to
belong to the same pitch class and their pitch dissonance is 0.

The accompaniment of a music piece consists of a sequence of chords ¢;, j =
1,...,n. A chord ¢; consists of two or more notes played simultaneously or in suc-
cession. As a first attempt, this QE paper considers only chords with simultaneous
notes. The onset time of a chord can be calculated as for the onset time of a note.

The concept of dissonance can be applied to chords as well. The dissonance 9,
between a pitch p and a chord c is a summary of the pitch dissonance d,, between
pitch p and every pitch in ¢:

Ope(p, €) = 225 ¢7), ()

qeC reC

where C' = pUc and |C| denotes the number of notes (or pitches) in the set con-
taining chord ¢ and pitch p. Similarly, the dissonance 6. between two chords ¢ and
¢, called chord dissonance, is a summary of the dissonance 6, between all pairs
of pitches in the two chords:

delc, d) = - ZZ& P, q (6)
CHC | pEc qec’

The relationship between chords can also be measured based on the number
of pitches they do not have in common, called chord dissimilarity. The chord
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dissimilarity d.(c, ) between a reference chord ¢ and another chord ¢ is:

dC<C, Cl) _ |C| — |(Cﬂ C/)|7 (7)

¢]

where |c| denotes the number of notes (or pitches) in a chord c.

4.2 Problem Formulation

The inputs of the harmony style transfer problem consist of a reference music, with
both melody and accompaniment, and a target music with melody. For now, this QE
paper considers the simplified case where the reference music and the target music
have the same time signature and number of bars. If the reference music and the
target music have different key signatures, then the reference music is transposed to
the key signature of the target music using standard key transposition method [89].
Therefore, in the following problem formulation, the reference and the target are
considered to have the same key signature as well.

The output of the problem is a resultant music that contains the target melody
and the synthesized accompaniment. The chords of the resultant accompaniment
follow the onset time of the reference chords. This allows for the harmony style
in the entire length of the reference music to be transferred across to the resultant
music.

The reference melody is different from the resultant melody, which is the target
melody. The reference chords which are harmonized to the reference melody may
not harmonize with the resultant melody. So, in transferring the reference chords
to the target music, the reference chords need to be modified to harmonize with
the resultant melody. Then, the resultant harmony would not be the same as the
reference harmony, unless something about the reference style is preserved. A pos-
sible style element to be preserved while allowing for the chords to change is the
harmonic tension.

Harmonic tension refers to the tension created by chords and melody sound-
ing together. It is determined by the pitch intervals formed by the notes in the
chords and the melody at the same onset time. It can be measured in terms of
the dissonance d,. between a melody pitch p and the accompanying chord c. To
preserve the harmonic tension of the reference harmony in the resultant music, the
harmonic tension of the chords in the resultant should be as similar as possible to
the harmonic tension of the corresponding chords in the reference. Let p; denote
the reference melody pitch at the same onset time as the reference chord c;, and p}
denote the resultant melody pitch at the same onset time as the resultant chord ;.
Then, preservation of harmonic tension requires the minimization of the difference
in the pitch-chord dissonance between the resultant and the reference:

minimize (0pe(p), ;) — 0pe(pj, ¢;))?, for each j =1,...,n. (8)

Another component about harmonic tension is the chord progression. In this
case, the chord progression of the resultant should be as similar as possible to the
chord progression of the reference. This is achieved by minimizing the difference in
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chord dissonance over time between the resultant and the reference:

minimize (6.(c}, ;) — de(cj,¢j_1))?, for each j =1,...,n. 9)

jr=g—1

Finally, the chords pitches in the resultant should be as similar as the reference
chords as possible. This is achieved by minimizing the chord dissimilarity between
the resultant and the reference:

minimize d.(c;, ), for each j =1,...,n. (10)
The problem definition can be summarized as follows:
Problem Definition
Inputs

e Reference music F, with a sequence of notes u;,7 = 1,...,m, and a sequence
of chords ¢;,7 =1,...,n.

e Target music 7', with a sequence of notes vy, k= 1,...,m’.

e Reference music F' and target music T have the same key signature, time
signature and number of bars.

Output

e Resultant music R whose melody notes are the same as the target’s melody
notes v, and whose chords are to be generated as ¢, j =1,...,n.

Constraints

0. Hard constraint.
R’s chords c;- and F’s chords c;, for each j, have the same onset time.

1. Main constraint. Matching of harmonic tension.
R’s harmonic tension and F’s harmonic tension are as similar as possible. This

is achieved by minimizing the difference in pitch-chord dissonance between R
and F (Eq. 8).

2. Matching chord progression.
R’s chord progression and F’s chord progressions are as similar as possible.
This is achieved by minimizing the difference in chord dissonances between R
and F over time (Eq. 9).

3. Matching chords.
R’s chords and F’s chords are as similar as possible. This is achieved by
minimizing the chord dissimilarity between R and F' (Eq. 10).
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4.3 Algorithm

The harmony style transfer problem defined in Section 4.2 takes the reference music
F and target music T as inputs and computes a new set of chords for the resultant
music R. It is a complex problem that needs to satisfy three constraints. The essence
of this problem is to find target chords that match the target melody notes and at
the same time retain the harmonic tension of the reference music. Since the pitches
and chords are discrete items, this problem is a discrete matching problem. As a
first attempt, a greedy matching algorithm is proposed, which has the structure of
Algorithm 1 [90].

The greedy algorithm iteratively finds a resultant chord that matches the con-
straints. Constraint #0 is trivially satisfied by having the resultant chord ¢ timed
to the onset time of the corresponding reference chord c¢;. Next, a small number of
chords are selected in an attempt to satisfy Constraint #1, the main constraint. In
other words, find some chords with the smallest difference in harmonic tension H;:

Hj = (0pe(p), ;) = Spe(py ¢5))° (11)
Among these chords, the one that best matches the Constraint #2 and #3 is selected
as the resultant chord c;. The combined constraint is defined as:

Cj = a(0e(c}, 1) = dele.cj1))” + de(cy, ). (12)

77

where positive parameter « is used to balance the various terms. It is acknowledged
that this greedy algorithm may not produce the optimal result but it is a simple
algorithm to begin with.

Algorithm 1: Greedy Algorithm
Input: Reference music F', with a sequence of notes and chords, Target
music T', with a sequence of notes.
Output: Resultant music R.

1 Copy target melody notes vy, k = 1,...,m/, to resultant music.
2 for each reference chord c¢j,j =1,...,n do
3 Identify the reference melody pitch p; and the resultant melody pitch p/
at the same onset time as the reference chord c;.
4 if 7 =1 then
Select resultant chord ¢; with the smallest chord dissimilarity
dc(cj, ;) to ¢j.
else
Identify K chords with the smallest difference in harmonic tension
H; (Eq. 11), given the pitches and the chords identified in Step 3.

8 Among these K chords, select the chord with the smallest constraint
value C; (Eq. 12).
9 Set resultant chord c;- as the chord selected in Step 8.

For the first chord, the chord with the smallest chord dissimilarity with respect
to the reference chord is chosen. Step 7 and 8 are redundant for the first chord as
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Table 4: Pitch-chord dissonance table. This table lists pitch p and major chords
¢ with the corresponding pitch-chord dissonance. The dissonance values between
other pitches and chords are the transposed version of these values.

Pitch | Chord | Pitch-Chord Dissonance
D c Ope
C C-E-G 0.24
C Db-F-Ab 0.36
C D-Fg-A 0.4
C Eb-G-Bb 0.35
C E-G$-B 0.38
C F-A-C 0.25
C | F#A4CH 0.46
C G-B-D 0.41
C Ab-C-Eb 0.26
C A-C¢-E 0.39
C B-b-D-F 0.39
C | B-DF% 0.42

there is no previous chord for computing the chord progression. Instead they apply
to subsequent chords.

Step 7 first computes the harmonic tension of all possible chords, and then
selects K chords with the smallest difference in harmonic tension. The current
implementation considers only triads, i.e., chords with three notes. There is a total
of 24 triads: 12 in major and 12 in minor mode. The major triads are C-E-G,
Db-F-Ab, D-F4-A, Eb-G-Bb, E-G¢-B, F-A-C, F4-A4-C¢,G-B-D, Ab-C-Eb, A-C4-E,
B-b-D-F, B-D#-F# and the minor triads are C-Eb-G, Db-E-Ab, D-F-A, Eb-Gb-Bb, E-
G-B, F-Ab-C, F§-A-C4,G-Bb-D, G#-B-Dg, A-C-E, Bb-Db-F, B-D-F4. The root note
of the chords considered lies in the same octave as the root note of the reference
chord ¢;.

Step 8 computes the chord progression difference and chord dissimilarity between
the reference and K chords from Step 7 the values are combined in constraint Cj.
In the implementation of Cj, a is set to 2 to favour the minimization of chord
progression difference over chord dissimilarity. Finally, the chord with the smallest
C; is selected as the resultant chord.

In implementation, the pitch-chord dissonance between a pitch C and every
major triad are considered. Table 4 shows an example of the pitch-chord dissonance
between pitch C and each of the 24 triads. The pitch-chord dissonance values using
the remaining melody pitches (C4, D, D4, etc.) can be derived by transposing
the pitches and chords in Table 4 by half steps. The same applies to pitch-chord
dissonances involving minor triads. These values can be pre-computed as a 12x24
table. Similarly, chord dissonance can be pre-computed as a 24x24 table. For now,
the set of 24 major and minor triads are selected as most popular music use these
chords. This chord set can be expanded subsequently to include more complex
chords found in classical and jazz music.

Since there are 3 chords with least dissonance compared to the pitch, K is set to
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3. This value of K balances the optimization constraints in the algorithm If K =1,
the algorithm will match the resultant harmonic tension to the reference harmonic
tension well, but the reference chord progression and chord will not be retained. If
K = 24, the algorithm will match the reference chord and chord progression well,
but the reference harmonic tension may not be retained. Among the 3 possible
chords returned from Step 7, the chord that matches the reference chord and chord
progression better is set as the resultant chord.

5 Experiments and Discussion

5.1 Harmony Transfer Test

The objective of the harmony transfer test is to assess whether the harmony from
reference music is transferred to the target music successfully, given a pair of target
and reference music piece.

The test data is a set of nursery rhymes and popular music, where the chords of
the dataset are major or minor triads. Each pair of reference and target music pieces
are selected such that they contain the same number of bars and with the same time
signature, so that both music pieces are temporally aligned. The reference music is
transposed to the key of the target music prior to the test. This ensures that the
reference harmony harmonic tension and chord progressions are computed in the
context of the same key as the target music.

In the harmony transfer experiment, the reference chords were mapped to either
0 or 1 target melody note at same onset time, for every pair of target and reference
music piece. For the reference chords without a corresponding target melody note
(i.e. rest), the melody pitch is set to the root of the chord, so that the pitch-chord
dissonance correspond to the reference chord.

As a control, a baseline algorithm was designed to generate the chords for the
target melody without any reference music chord. It has a similar structure to the
greedy algorithm 1, except that parts referring to reference music are ignored. Steps
2 and 3 are modified by using the target chords to get the corresponding onset times
and melody to compute the resultant chord. In steps 7 and 8 of Algorithm 1, the
parts involving pitch-chord dissonances of reference music and chord dissonance of
reference chords in Equation 11 and 12 are ignored. The resultant chords serves as
the baseline accompaniment.

The test procedure is as follows:

1. For each pair of target and reference music piece,

2. Apply the greedy algorithm and the base algorithm to compute the resultant
chords.

3. Compute the pitch-chord dissonances and chord dissonances between resul-
tant and reference chords for assessment of performance.

To evaluate the quality of the harmony transfer accompaniment for the target
melody, we use the reference music accompaniment as ground truth and baseline

19



ﬂ + | I — bt
A" A 1 1 1 1+ I I T 1
(a)%ezligléi"] =|=|.!.!;L s e
[
A" A 1 I I P I | 1
St e I
(b)
o B 7 /) ) 7] 7] 7] ] ) /) 7] ] ) 7] r7] (6]
: ¢ g g 8
I | [ | | [ | | [ | [

8.(p):0.26 024 |026 026 [0.25 025 |0.26 025 | 0.26 0.24 0.26 0.26 |0.25 0.35 | 0.24
B(c.c): 027 (027 0.27 (049 027 |049 027 | 0.27 0.27 027 027 (049 027 | 0.49

© %ﬁ%@ &£ ¢ & % & |8

I | | [ | | | | [ | | |
8,.(pc):0.24 025 (026 025 (025 025 (025 0.24 | 025 0.24 0.26 025 [0.25 0.35 0.24
8.(c,c"): 0.27 049 049 |0.67 0.7 0.36 0.49 0.27 0.49 049 049 [0.38 0.27 0.67

d(cc): 0.0 0.0 |[0.67 0.0 |[0.67 033 [0.67 00 0.0 0.67 0.0 067 (033 033 | 033

- o | , | | | |
(d %H%%%H E b2 Eﬂjg:
I I | [ | [ | |
8.(pc):024 025 |024 025 [0.24 024 |0.24 024 | 024 025 | 0.24 025 |024 025 | 024 025

8(cc): 019 |031 028 |04 028 |03 049 | 026 028 | 04 041 |0.19 028 | 0.4 041
a1 7] 2 7] [7] = 71 2 i 71 2 [-) [-] [ &}
@ % 8
1 F

5,.(p0): 024 025 035 025 04 035 039 024 025 041 0.26 039 024 04 0.26
8.(c,c): 027 027 027 049 027 049 027 0.27 0.27 027 027 049 027 049
dice): 0.0 0.0 00 00 00 00 00 00 00 0.0 00 00 00 00 0.0

Figure 4: Score of various accompaniment for Twinkle, Twinkle, Little Star. Original
music: (a) Target melody Twinkle, Twinkle, Little Star (TTLS), (b) reference music
Mary Had A Little Lamb (MHLL). Generated accompaniment: (c) Algorithm 1,
K = 3, (d) baseline algorithm, K = 3 and (e) Algorithm 1, K = 24.

accompaniment for comparison. To compare two accompaniments for the target
melody, we measure their difference in the harmonic tension (Eq. 11), difference in
chord dissonance over time (Eq. 9) and chord similarity (Eq. 10).

5.2 Results and Discussion

Figure 4 shows an example of the accompaniment generated by Algorithm 1 and
baseline accompaniment generated by the baseline algorithm?. For Algorithm 1,
Twinkle, Twinkle, Little Star is used as the target music piece and Mary Had A
Little Lamb is used as the reference music piece. For the base algorithm, only
Twinkle, Twinkle, Little Star is used as the input music. Figure 5 summarizes
harmonic tension difference and chord dissimilarity of the results from the reference
music.

When K = 3, the harmonic tension difference between the reference and gener-
ated accompaniment by harmony transfer is much smaller as compared to the har-
monic tension difference between the reference and baseline accompaniment. Sim-
ilarly, the chord dissimilarity values are smaller for the generated accompaniment
than that of the baseline accompaniment. This shows that some degree of harmony

2Refer to the web page https://www.comp.nus.edu.sg/~slewyh/QE-music-examples.html
for results.
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Figure 5: Results based on the harmonic measures. (a) Harmonic tension difference
and (b) chord dissimilarity.

style (i.e. harmonic tension distribution and chord dissonance progression) in the
reference music is present in the generated accompaniment. In contrast, the baseline
accompaniment differs from the harmony style of the reference music in terms of its
chord progression and harmonic tension since no reference music piece was used.

When K = 24, Algorithm 1 selected chords that are most similar reference chords
to match the target melody. The example in Figure 4 shows that only reference
chords were selected. However, it did not retain much of the reference harmonic
tension.

Figure 6 and 7 shows the accompaniment generated for the 12-bar target piece
Tuwinkle, Twinkle, Little Star using various reference music excerpts such as Mary
Had A Little Lamb, Do-Re-Mi and Canon in D that span 12 bars®. It shows that

3Refer to the web page https://www.comp.nus.edu.sg/~slewyh/QE-music-examples.html
for results.
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Figure 6: Bars 1-7 of various accompaniment for Twinkle, Twinkle, Little Star. (a)
Target melody Twinkle, Twinkle, Little Star (TTLS). Reference music are (b) Mary
Had A Little Lamb (MHLL), (d) Do-Re-Mi and (e) Canon in D transposed to the C

major key. Their respective accompaniment using Algorithm 1 in (c),(e) and (g).



@

(b)

©

(d)

©)

®

®

8
G A | 1| I ]‘ ‘T 1| T 1| n |
Y 4 k> 3 I Il T T T 1 T Il Il 1 I 1 T I T I I
. 4 i — o 0 4 . S
o %o . z s o LA
)
%4 n n | T n T t f | T T t T
I A I Il T 1 1 T Il Il 1 I 1 I Il
x | I & I | I & 5 - I 1| > I
o -3 >3 het [ 4 - L4 hel el “ L4 L[4 b [ 4 =S
s = ¢ ¢ g ¢ 2 g g 8
(%]
— f | \ | | i |
8,(po): 024 0.24 0.26 0.24 0.26 0.26 025 0.35 0.24
d(e,c): 0.49 027 027 027 0.27 0.27 0.49 0.27 0.49
a 2 re) e E 7] e
LTS B T -
8,(p.0): 0.24 025 026 025 026 0.25 025 035 0.24
8,(c.c): 0.67 0.62 0.62 0.36 0.49 0.49 0.67 052 0.38
d(e.c): 0,33 0.67 0.33 0.0 0.67 0.0 0.67 0.0 0.67
n A - 1 — T I - I } I Il
&kt o . Nyl #e o ° ebe |4 J B , | ©
° k> 3 I g' %- 'H' } Il I [ i bl
k33 Poy
94 8 8 8 R 8
x I I
8,(p.0): 0.26 0.24 0.26 0.26 026 0.24
d(e.c): 0.49 0.36 0.49 038 0.67 0.49
Fe N
D= 53 8 2 g o
i = = E 8
5. (p.0): 026 0.24 026 0.26 0.26 025
8 ey 052 027 0.49 0.36 0.62 0.49
itey 067 0.33 033 0.33 0.67 0.67
[ | @ = | | =
A k> 3 I I I = (7] - I T I P>
o4 . 1 | f i 2 e a ¢
T T I
5] 1 g 1 é i | ; | |
T
== 5 | 3 g g 2 g 3
8,(p0): 0.24 0.24 026 025 026 0.24 0.26 0.25 0.26 0.26
d(o,c): 0.49 0.67 0.49 0.49 0.62 0.49 0.68 0.49 0.49 0.67
R | E = gj‘ | = i . é '.,é
by I b n
% % j % é g g 2 4
8,4p.0): 0.24 025 0.26 025 026 0.25 0.26 026 0.26 0.26
8.(c.c): 0.68 0.62 0.62 0.67 0.62 0.49 0.62 0.62 0.67 0.67
d(ec): 0.33 0.0 0.33 033 033 033 0.33 0.0 0.67 1.0

Figure 7: Bars 8-12 of various accompaniment for Twinkle, Twinkle, Little Star. (a)
Target melody Twinkle, Twinkle, Little Star (TTLS). Reference music are (b) Mary
Had A Little Lamb (MHLL), (d)Do-Re-Mi and (e) Canon in D transposed to the C

major key. Their respective accompaniment using Algorithm 1 in (c),(e) and (g).
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the algorithm can consistently generate chords with harmonic tension similar to
the reference music harmony. In the case of the accompaniment Figure 6(e) with
reference from Canon in D, the result even retained the short-term and medium-
term music structure of the piece.

6 Future Work

The current greedy algorithm does not consider the case where the target melody
pitch is not aligned to the onset time of the reference chord. One way to handle
this situation is to look for neighbouring pitches with onset time close to that of the
reference chord.

It also does not consider the case with reference music that does not have the
same number of bars and time signature. By using a temporal matching algorithm,
the sections of both pieces can be aligned. More bars can be repeated in the shorter
piece to make up the same number of bars. Also, the duration of a reference bar
with different number of beats can be shortened or extended to match that of the
target music piece.

The current implementation considers only 24 major and minor chords. This is
not enough to handle complex music of other styles such as classical and jazz music.
A simple way to handle this is to include other chords commonly found in classical
and jazz music to increase the stylistic diversity of the resultant music.

7 Conclusion

This QE paper has proposed a new algorithm of harmony style transfer where the
music harmony of a reference music was transferred to a target music piece. The
algorithm generated piece a matching accompaniment for the target melody by ex-
ploiting the harmonic relationship between a melody note and chord called harmonic
tension. Harmonic tension was used as the main measure instead of the reference
chord properties since the resultant chord should match the target melody instead
of the reference melody.

Based on the test results, the algorithm has been found to work well when K = 3,
where a balance of reference harmonic tension and chords are retained in the result.
Also, its resultant accompaniment matches the target melody. Similar performance
was obtained when other reference music pieces were used.

This algorithm has the potential to generate convincing music with well-crafted
medium-term and long-term music structures since it tries to preserve the overall
harmonic tension of the reference music piece across all bars. However, it does
not generate new melodies, unlike other music style generation methods that model
melody styles. Nevertheless, the resultant music can practically serve as composition
material for games, film music and music therapy.
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