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A MCQs (20× 2 = 40 marks)

1. There are two functions 𝑓(𝑛) and 𝑔(𝑛) and asymptotically 0 < lim𝑛→∞
𝑓(𝑛)
𝑔(𝑛) <∞.

Which of the following statements is FALSE?

a). 𝑓(𝑛) ∈ 𝑜(𝑔(𝑛))

b). 𝑓(𝑛) ∈ 𝑂(𝑔(𝑛))

c). 𝑓(𝑛) ∈ Θ(𝑔(𝑛))

d). 𝑓(𝑛) ∈ Ω(𝑔(𝑛))

e). None of the above.

2. For any function 𝑓 and any number 𝑐 > 0, define 𝑓*
𝑐 (𝑛) as the smallest number of applications

of 𝑓 needed to transform 𝑛 into a number that is at most 𝑐. More formally,

𝑓*
𝑐 (𝑛) =

⎧⎨⎩0, if 𝑛 ≤ 𝑐,

1 + 𝑓*
𝑐 (𝑓(𝑛)), otherwise.

For example, if 𝑓(𝑛) = 𝑛/2, then 𝑓*
1 (𝑛) = ⌈log2 𝑛⌉.

Which of the following statements is TRUE?

a). If 𝑓(𝑛) = 𝑛0.1 and 𝑔(𝑛) = 𝑛0.9, then 𝑓*
7 (𝑛) ∈ 𝑜(𝑔*7(𝑛)).

b). If 𝑓(𝑛) = 𝑛0.1 and 𝑔(𝑛) = 𝑛0.9, then 𝑓*
7 (𝑛) ∈ 𝜔(𝑔*7(𝑛)).

c). If 𝑓(𝑛) = log𝑛, then 𝑓*
3 (𝑛) ∈ 𝑜(𝑓*

3 (2
𝑛)).

d). If 𝑓(𝑛) = log𝑛, then 𝑓*
3 (𝑛) ∈ 𝜔(𝑓*

3 (2
𝑛)).

e). None of the above.

3. Consider the recurrence relation: 𝑇 (𝑛) = 𝑇 (2𝑛3 ) + Θ(1). Which statement is TRUE?

a). 𝑇 (𝑛) ∈ 𝑂(1)

b). 𝑇 (𝑛) ∈ Θ(log 𝑛)

c). 𝑇 (𝑛) ∈ Θ(𝑛)

d). 𝑇 (𝑛) ∈ 𝜔(𝑛)

e). None of the above.

4. Consider the recurrence relation: 𝑇 (𝑛) = 𝑛2/3 · 𝑇 (𝑛1/3) + 𝑛. Which statement is TRUE?

a). 𝑇 (𝑛) ∈ 𝑜(𝑛)

b). 𝑇 (𝑛) ∈ Θ(𝑛)

c). 𝑇 (𝑛) ∈ Θ(𝑛 log 𝑛)

d). 𝑇 (𝑛) ∈ 𝜔(𝑛 log 𝑛)

e). None of the above.
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5. Which of the following real-life Divide and Conquer (D&C) algorithms is an example of case 3

of Master Theorem?

a). Randomized Quick Select expected runtime of 𝑇 (𝑛) = 𝑇 (3𝑛4 ) +𝑂(𝑛)

b). Binary Search, 𝑇 (𝑛) = 𝑇 (𝑛2 ) +𝑂(1)

c). Merge Sort, 𝑇 (𝑛) = 2 · 𝑇 (𝑛2 ) +𝑂(𝑛)

d). Strassen’s Matrix Multiplication, 𝑇 (𝑛) = 7 · 𝑇 (𝑛2 ) +𝑂(𝑛2)

e). Karatsuba’s Polynomial Multiplication, 𝑇 (𝑛) = 3 · 𝑇 (𝑛2 ) +𝑂(𝑛)

6. There are proposals to split the term D&C intoDivide (into two or more subproblems of smaller

size) and Conquer and Decrease (into one subproblem of smaller size) and Conquer?

Which D&C algorithms below is not of type Decrease and Conquer.

a). Randomized Quick Select

b). Binary Search

c). Exponentiation: Computing 𝑎𝑛 (mod 𝑚) in Θ(log(𝑛)) time

d). Factorial: Computing 𝑛! in Θ(𝑛) time

e). Karatsuba’s Polynomial Multiplication

7. Consider the following two assertions about a randomized procedure 𝒜:

A1: E[runtime of 𝒜] <∞

A2: lim𝑡→∞Pr[𝒜 does not finish by time 𝑡] = 0

Which of the following statements is TRUE?

a). (A1 implies A2) and (A2 implies A1).

b). (A1 implies A2) and (A2 does not imply A1).

c). (A1 does not imply A2) and (A2 implies A1).

d). (A1 does not imply A2) and (A2 does not imply A1).

e). None of the above.

8. Place 𝑛 balls into 𝑛 bins. Each ball placement is done independently and uniformly at random.

For each 𝑖 ∈ {1, 2, . . . , 𝑛}, let 𝑋𝑖 be the number of balls in the 𝑖-th bin. What is the expected

value of
∑︀𝑛

𝑖=1

(︀
𝑋𝑖
2

)︀
?

a). 𝑜(𝑛)

b). Θ(𝑛)

c). Θ(𝑛 log 𝑛)

d). 𝜔(𝑛 log 𝑛)

e). None of the above.
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9. Suppose the top-down Dynamic Programming (DP) 𝐹𝑖𝑏(𝑛) is written in this way:

Fib(n)

if n <= 1, return n

else

A[n-1] = Fib(n-1) # original line has "if A[n-1] == None" check

if A[n-2] == None, A[n-2] = Fib(n-2)

return A[n-1] + A[n-2]

Which of the following statements is TRUE?

a). 𝐹𝑖𝑏(𝑛) still runs in 𝑂(𝑛)

b). 𝐹𝑖𝑏(𝑛) runs in slow Ω(2
𝑛
2 ) because the A[n-1] case is not memoized

c). 𝐹𝑖𝑏(𝑛) becomes wrong

d). 𝐹𝑖𝑏(𝑛) causes runtime error

e). None of the above

10. The goal of change-making problem is to find the minimum number of coins of denominations

𝑑 that add up to 𝑛 cents. If the denominations are 𝑑 = {4, 3, 1, 5}, which value of 𝑛 does not

work with the greedy strategy of picking the largest denomination that is not larger than 𝑛?

For example, when 𝑛 = 7, the optimal strategy is 4 + 3 = 7 (2 coins), but the greedy strategy

will pick 5 + 1 + 1 = 7 (3 coins).

a). 𝑛 = 1000

b). 𝑛 = 56

c). 𝑛 = 47

d). 𝑛 = 38

e). 𝑛 = 19

11. MCQ 11 has wording/differing assumption issues and is thus not archived.
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12. Consider the CD burning problem. Suppose Bob has a collection of music files that he wants to

burn into CDs with the following constraints.

• Each music file cannot be split and hence cannot be burned into more than one CD.

• Each CD can contain at most two music files.

Given a set 𝐴 of file sizes and a positive integer 𝑘 ≥ ⌈|𝐴|/2⌉, define MinSizeCD(𝐴, 𝑘) as the

smallest number 𝐶 such that if each CD has storage capacity 𝐶, then 𝑘 CDs are sufficient to

store all the music files described in 𝐴. Let 𝐴 = {𝑎1, 𝑎2, . . . , 𝑎𝑛} where 𝑎1 ≥ 𝑎2 ≥ · · · ≥ 𝑎𝑛 > 0.

Which of the following statements is TRUE?

a). If MinSizeCD(𝐴, 𝑘) = 𝑎1, then 𝑘 = |𝐴|.

b). If |𝐴| is even and 𝑘 = |𝐴|/2, then MinSizeCD(𝐴, 𝑘) = 𝑎1 + 𝑎𝑛.

c). If MinSizeCD(𝐴, 𝑘) = 𝑎1 + 𝑎𝑛, then 𝑘 = |𝐴|/2.

d). If 𝑘 > |𝐴|/2, then MinSizeCD(𝐴, 𝑘) = max{𝑎1,MinSizeCD(𝐴 ∖ {𝑎1}, 𝑘 − 1)}.

e). None of the above.

13. Consider a variant of the binary counter where a number is represented as a decimal number

(base-10 integer) and not a binary number (base-2 integer). Changing a digit (a symbol in

{0, 1, 2, . . . , 9}) still costs one unit. Start from zero and perform 𝑛 increments (+1). What are

the amortized and worst-case costs per increment?

a). Amortized cost: Θ(log 𝑛), worst-case cost: Θ(log 𝑛).

b). Amortized cost: 𝜔(1) and 𝑜(log 𝑛), worst-case cost: Θ(log 𝑛).

c). Amortized cost: Θ(1), worst-case cost: Θ(log 𝑛).

d). Amortized cost: Θ(1), worst-case cost: 𝜔(1) and 𝑜(log 𝑛).

e). None of the above.

14. Consider a variant of the binary counter where not only increment (+1) but also decrement

(−1) is allowed. To ensure that the number never goes below zero, we assume that if the current

number is already zero, the decrement does not change the number. Start from zero and perform

any 𝑛 operations (increments or decrements). Which of the following statements is TRUE?

a). For some choices of 𝑛 operations, the worst-case cost per operation can be 𝜔(log 𝑛).

b). For some choices of 𝑛 operations, the amortized cost per operation can be Ω(log 𝑛).

c). The amortized cost per operation is still Θ(1) for all choices of 𝑛 operations.

d). While the amortized cost per operation is still 𝑜(log 𝑛) for all choices of 𝑛 operations, the

amortized cost per operation can be 𝜔(1) for some choices of 𝑛 operations.

e). None of the above.

15. Suppose there is a reduction from problem 𝐴 to problem 𝐵 satisfying the following property
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• In 𝑂(𝑛3) time, an instance 𝐼𝐴 of size 𝑛 for problem 𝐴 can be reduced to an instance 𝐼𝐵 of

size 2𝑛 for problem 𝐵 such that the following statement holds for (𝐼𝐴, 𝐼𝐵):

– Given a solution for 𝐼𝐵, a solution for 𝐼𝐴 can be computed in 𝑂(𝑛3) time.

Which of the following statements is TRUE?

a). If 𝐵 is solvable in 𝑂(𝑛!) time, then 𝐴 is solvable in 𝑂(𝑛!) time.

b). If 𝐵 is solvable in 𝑂(2𝑛) time, then 𝐴 is solvable in 𝑂(2𝑛) time.

c). If 𝐴 is solvable in 𝑂(𝑛!) time, then 𝐵 is solvable in 𝑂(𝑛!) time.

d). If 𝐴 is solvable in 𝑂(2𝑛) time, then 𝐵 is solvable in 𝑂(2𝑛) time.

e). None of the above.

16. Given any decision problems 𝐴 and 𝐵 with 𝐴 ≤𝑃 𝐵 (Karp reduction).

Which of the following statements is TRUE?

a). (𝐴 ∈ P implies 𝐵 ∈ P) and (𝐴 ∈ NP implies 𝐵 ∈ NP).

b). (𝐴 ∈ P implies 𝐵 ∈ P) and (𝐵 ∈ NP implies 𝐴 ∈ NP).

c). (𝐵 ∈ P implies 𝐴 ∈ P) and (𝐴 ∈ NP implies 𝐵 ∈ NP).

d). (𝐵 ∈ P implies 𝐴 ∈ P) and (𝐵 ∈ NP implies 𝐴 ∈ NP).

e). None of the above.

17. Consider the three complexity classes for decision problems: P, NP, and NP-complete.

Which of the following statements is FALSE?

a). If P ∩ NP-complete ̸= ∅, then P = NP.

b). For all 𝐴 ∈ P and for all 𝐵 ∈ NP-complete, 𝐴 ≤𝑃 𝐵 (Karp reduction).

c). NP-complete ̸= ∅.

d). P ⊆ NP.

e). None of the above.

18. Which of the following sorting algorithms is the best for sorting 𝑛 = 109 (1 billion) 64-bit signed

integers? Assume that your computer has 1 Gigabytes of RAM (i.e., it can store an array of

≈ 108 64-bit signed integers in RAM).

a). Insertion Sort

b). Merge Sort

c). Radix Sort with one pass of Counting Sort with 𝑘 = 264

d). Radix Sort with four passes of Counting Sorts with 𝑘 = 216

e). Radix Sort with twenty passes of Counting Sorts with 𝑘 = 10 (base 10/Decimal)
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19. Dynamic selection problem is the problem of finding the 𝑖-th smallest element of a data structure

where new elements can be added and existing elements can be deleted or updated.

Assume that the data structure is initially empty.

Which of the following strategy solves the dynamic selection problem in 𝑜(𝑛) time per operation?

a). This is not possible: the lower bound of selection is at least 𝑛 steps

b). Re-sort the array using insertion sort per each add/delete/update, then report index 𝑖

c). Use Order Statistics Tree

d). Use Quickselect after each add/delete/update

e). Use median of medians selection algorithm after each add/delete/update

20. Consider a directed weighted graph 𝐺 = (𝑉,𝐸) and a source vertex 𝑠.

Which of the following statements about shortest paths on 𝐺 from 𝑠 is FALSE?

a). Given positive weighted graph, Dijkstra’s can fail to produce the shortest paths

b). Given non-negative weighted graph, BFS algorithm can fail to produce the shortest paths

c). If the graph has negative-weight cycle reachable from 𝑠, the shortest paths are ill defined

d). Every subpath of a shortest path is also a shortest path

e). Given negative weighted graph, Dijkstra’s can fail to produce the shortest paths

B Essay

B.1 Hash Table Rehash Amortized Analysis (15 marks)

Hash table can be implemented in several ways. Below, we show Separate Chaining implementation.

The search performance of such hash table is influenced by the load factor 𝛼 = 𝑁
𝑀 (which is also the

expected chain length) where 𝑁 is the number of keys and 𝑀 is the current table size. For example,

given the following hash table with 𝛼 = 16
8 = 2 (the expected chain length is 2), searching for element

23 can take up to 5 steps as it is contained at a chain/list of length 5 (all 5 of those keys are hashed

to the same base address 7 via ℎ(𝑣) = 𝑣%𝑀 hash function).
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If all of these 𝑁 = 16 keys are rehashed into a twice bigger hash table of size 𝑀 = 16, then 𝛼

decreases to 𝛼 = 16
16 = 1 and as we can see, the expected chain length is now 1.

A strategy to keep 𝛼 small is to double the hash table size 𝑀 and rehash the existing 𝑁 keys if the

next insertion causes 𝛼 > 2. A strategy to keep 𝑀 small is to halve the hash table size 𝑀 and rehash

the existing 𝑁 keys if the next deletion causes 𝛼 < 1
2 . However, each of rehashing is an expensive

𝑂(𝑁) operation. Show that the amortized cost of insertion and deletion are still 𝑂(1) even if we

rehash all 𝑁 keys when needed. You can use either aggregate, accounting, or potential method.

Clarification: As discussed in the class, under reasonable assumptions, it is possible to show that

the expected cost of both insertion and deletion is at most 𝛼+ 1, where 𝛼 is the load factor at

the beginning of the operation. As randomness is not the focus of this problem, in your solution,

you may assume (without a proof) that the cost of both insertion and deletion is at most 𝛼+ 1,

which is always 𝑂(1), as 𝛼 is upper bounded by a constant by the design of the data structure.

Also, the hash table is initially empty (𝑁 = 0,𝑀 = 1). Hash table size 𝑀 will never drop to 0.

B.2 Activity Selection Problem (15 marks)

We are given a set of activities 𝐴 = {𝑎1, 𝑎2, . . . , 𝑎𝑛}, where activity 𝑎𝑖 takes place during the time

interval [𝑠𝑖, 𝑓𝑖), with 𝑠𝑖 < 𝑓𝑖.

• We say that two activities 𝑎𝑖 and 𝑎𝑗 overlap if [𝑠𝑖, 𝑓𝑖) ∩ [𝑠𝑗 , 𝑓𝑗) ̸= ∅, meaning that their time

intervals overlap.

– We emphasize that each activity 𝑎𝑖 overlaps with itself 𝑎𝑖.

• We say that a subset 𝐷 ⊆ 𝐴 of activities is dominating if for every activity 𝑎𝑖 ∈ 𝐴 ∖ 𝐷, there

exists an activity 𝑎𝑗 ∈ 𝐷 such that 𝑎𝑖 and 𝑎𝑗 overlap.

We aim to compute a smallest dominating subset 𝐷 ⊆ 𝐴 of activities.

B.2.1 Incorrect Attempt (6 marks)

Show that the following greedy algorithm is incorrect:

• 𝐷 ← ∅.

• 𝐵 ← 𝐴.

• While 𝐵 ̸= ∅, do the following steps.

– Select an activity 𝑎 ∈ 𝐴 ∖𝐷 to maximize the number of activities in 𝐵 overlapping with 𝑎.
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– Add 𝑎 to 𝐷.

– For each activity 𝑏 ∈ 𝐵 overlapping with 𝑎, remove 𝑏 from 𝐵.

• Return 𝐷.

Intuitively, this greedy algorithm aims to maximize the progress in each iteration. For example, the

output of the algorithm on the input

𝐴 = {[1, 2), [2, 3), [3, 4), [4, 5), [5, 6), [1, 3), [1, 4), [3, 6)}

is 𝐷 = {[1, 4), [3, 6)}, which is optimal. The algorithm selects 𝑎 = [1, 4) in the first iteration. After

that, we have 𝐷 = {[1, 4)} and 𝐵 = {[4, 5), [5, 6)}. The algorithm selects 𝑎 = [3, 6) in the second

iteration. After that, we have 𝐷 = {[1, 4), [3, 6)} and 𝐵 = ∅.

B.2.2 Correct Algorithm (9 marks)

Design a polynomial-time algorithm that outputs a smallest dominating subset of activities.

Proof of correctness and time complexity analysis are not required for this question.

Hint: Modify the incorrect greedy algorithm above by using a different way to select 𝑎 ∈ 𝐴 ∖𝐷.

B.3 3-Clique-Cover (20 marks)

Given an undirected, unweighted, and connected graph 𝐺 = (𝑉,𝐸) with at least 2 vertices, let

𝑆 be the set of (all possible) cliques in 𝐺. 3-Clique-Cover is a decision problem to decide whether it

is possible to choose at most 3 cliques from 𝑆 such that every vertex in 𝑉 appears in exactly one

of the cliques.

We also define the distance between 2 distinct vertices in 𝐺 as the number of edges in the

(unweighted) shortest path connecting the 2 vertices. The diameter of a graph, 𝑑𝑖𝑎𝑚(𝐺), is then the

maximum distance between any 2 vertices in 𝐺.

B.3.1 Manual Test Cases (6 marks)

Show your understanding of the definition of 𝑑𝑖𝑎𝑚(𝐺) and 3-Clique-Cover above on the following

graphs (see box B.3.1 of the Answer Sheet). For each graph, state the diameter of the graph and

whether it can be covered by at most 3 cliques. If it can be covered, please circle the cliques used

to cover the graph. Each correct answer worth 1 mark. For the example graph 𝐺 below, the answer

is: (𝑑𝑖𝑎𝑚(𝐺) = 4, YES) and the 3 cliques used to cover 𝐺 are circled. Note that if the answer is a

NO, you need to clearly state it, i.e., (𝑑𝑖𝑎𝑚(𝐺), NO) and do not circle anything.
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B.3.2 Prove 3-Clique-Cover is in NP (3 marks)

Prove that 3-Clique-Cover is in NP.

B.3.3 Prove 3-Clique-Cover is NP-complete (6 marks)

Prove that 3-Clique-Cover is NP-complete by reduction from 3-Coloring, which asks whether the

vertices of a graph 𝐺 = (𝑉,𝐸) can be colored using at most 3 colors such that no two adjacent vertices

have the same color. You are told that the 3-Coloring problem is NP-complete.

B.3.4 Solve Two Special Cases (5 marks)

Design the best algorithms to solve 3-Clique-Cover on 𝐺 with the following diameters:

(the given graph 𝐺 is guaranteed to have the stated 𝑑𝑖𝑎𝑚(𝐺), you do not have to check for this again).

Prove the correctness of your algorithms.

Finally, analyze the time complexities of your algorithms using Θ notation.

1. 𝑑𝑖𝑎𝑚(𝐺) = 1 (2 marks)

2. 𝑑𝑖𝑎𝑚(𝐺) ≥ 6 (3 marks)

B.4 Computing Diameter of a Directed Weighted Graph (10 marks)

The definitions in this question are similar but slightly different from the previous Section B.3.

Given a directed, weighted (ones, any positive weights, zeros, or negative weights), and

not necessarily connected graph 𝐺 = (𝑉,𝐸) with at least 2 vertices, we define the distance

between 2 distinct vertices in 𝐺 as the path weight in the weighted shortest path connecting the 2

vertices. The diameter of a graph, 𝑑𝑖𝑎𝑚(𝐺), is the maximum distance between any 2 vertices in 𝐺,

which can be ∞ if 𝐺 is disconnected.

Additional constraints:

• The number of edges in the graph satisfies |𝐸| ∈ Θ(|𝑉 |1.5).

• Also, there is no negative weight cycle in the graphs.

Now, design an algorithm to compute 𝑑𝑖𝑎𝑚(𝐺).

You may use any algorithm(s) that you have learned in class.
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The Answer Sheet
Write your Student Number in the box below using (2B) pencil.

Do NOT write your name.

Write your MCQ answers in the special MCQ answer box below for automatic grading.

We do not manually check your answer.

Shade your answer properly (use (2B) pencil, fully enclose the circle; select just one circle).

No 1 2 3 4 5 6 7 8 9 10

A

B

C

D

E

No 11 12 13 14 15 16 17 18 19 20

A

B

C

D

E
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Box B.1. Hash Table Rehash Amortized Analysis

Grading scheme: Your answer will be graded using the special marking scheme below.

Your amortized analysis Mark(s)

is wrong 0
is blank 0.5

only works for deletion 4
only works for insertion 11

works for both insertion and deletion 15

Tips: Focus on only insertion (11 marks) if considering deletion complicates your amortized analysis.
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Box B.2.1. Incorrect Attempt

Box B.2.2. Correct Algorithm
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Box B.3.1. Manual Test Cases

Box B.3.2. Prove 3-Clique-Cover is in NP

Box B.3.3. Prove 3-Clique-Cover is NP-complete
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Box B.3.4.1. Solve Special Case 𝑑𝑖𝑎𝑚(𝐺) = 1

Box B.3.4.2. Solve Special Case 𝑑𝑖𝑎𝑚(𝐺) ≥ 6
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Box B.4. Computing Diameter of a Directed Weighted Graph

Grading scheme: Your answer will be graded using the 7-categories special marking scheme below.

Time Complexity Works-on Mark(s)

- wrong answer (only for unweighted graphs, or other issue(s)) 0
- blank 0.5

𝜔(|𝑉 |2.5) and 𝑂(|𝑉 |4) all general non-negative weighted graphs 6
𝑂(|𝑉 |2.5) all general non-negative weighted graphs 7

𝜔(|𝑉 |3) and 𝑂(|𝑉 |4) all general weighted graphs 8
𝜔(|𝑉 |2.5) and 𝑂(|𝑉 |3) all general weighted graphs 9

𝑂(|𝑉 |2.5) all general weighted graphs 10

– END OF PAPER; All the Best –
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