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[2019] Mishra et al.

CUBIC (36%), BBR (22%) are 
the most dominant congestion 

control algorithms on the 
Internet
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TCP CUBIC

TCP BBR

A SMALL NUMBER OF BBR FLOWS CAN BE VERY COMPETITIVE AGAINST CUBIC

Bottleneck 
buffer

Most early deployment results 
from Google, Dropbox and Spotify 
cite better throughput as a 
reason to switch to BBR.

How will these benefits sustain 
as more and more people catch 
on? 
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HOW DO WE EXPECT THE 
INTERNET TO EVOLVE? 

Would it be reasonable to expect the 
whole Internet to switch to BBR or 

its variants, in the near future?

Problem Statement:
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TCP CUBIC

TCP BBR

We can model the Internet as a normal form game!

Bottleneck 
buffer

In game theory, a normal form 
game is a standard 
representation of a game where 
the players have some 
preference of outcome, which in 
this case is throughput
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Bottleneck 
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“Players”

Strategies:
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Known Interactions between CUBIC and 
BBR
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Throughput in relation to buffer size

■ Since CUBIC is loss based, it is able to outperform BBR in deep buffers by placing a 
lot of packets in the bottleneck buffer.

■ On the other hand, in shallow buffers, CUBIC loses out to BBR because of frequent 
packet losses.

1524th June 2021, Ayush Mishra, NUS - APNet '21



Throughput in relation to buffer size

■ Therefore, there must be some buffer size Tfair where the throughput of the two 
competing flows must be the same!
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Throughput in relation to number of 
flows

■ Empirically, we can also observe that as the percentage of BBR flows at the 
bottleneck increases, their per-flow average throughput reduces.
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Throughput in relation to RTT

■ CUBIC flows with a smaller RTT are able to probe much faster than flows with longer 
RTTs due to frequent feedback.

■ BBR flows with longer RTT are able to get higher bandwidth than flows with smaller 
RTTs because they place 1 BDP worth of packets in the bottleneck buffer
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Using these observation to predict a 
Nash Equilibrium in a 2 flow game
■ A Nash Equilibrium in a game is a strategy distribution between the players where 

no player has anything to gain by changing only their strategy.
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Nash Equilibria in a general n-flow 
game
■ The complete mathematical proof is beyond the scope of this work, we therefore 

make the conjecture that a NE will exist in an n-flow game

■ This conjecture is based on the observation that BBR flows get diminishing returns 
in throughput as the percentage of flows at the bottleneck increase
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Checking the claims of this conjecture 
in a limited state space
■ We ran various number of flows through a common bottleneck link and measured their 

throughputs.
■ For a given number of flows and a network configuration we ran all the possible 

combinations of flows running either CUBIC or BBR.
■ A given distribution of CUBIC and BBR was considered to be the NE if in that 

combination, all of the flows got worse throughput if they switched their congestion 
control algorithm (while everyone else ran the same CC)
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CBC
Is the NE if:

In BBC, flow 1 gets worse throughput
In CCC, flow 2 gets worse throughput
In CBB, flow 3 gets worse throughput
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Properties of observed NE

■ NE was computed in 6, 9 and 12 flow systems with each third of the flows having 
RTTs 20, 50 and 80 ms respectively

■ In each case, we observed exactly one Nash Equilibrium

■ In each Nash Equilibrium, when the flows were sorted by the RTT, CUBIC was always 
picked by the smallest RTT flows
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(CCC…)(…BBB)
m flows                              (n-m) flows
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Effect of buffer size and link speed on 
the NE

■ Buffer size had the biggest effect on where the NE was

■ At high buffer sizes, the NE seems to be at a 50-50 split between CUBIC and BBR
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Effect of RTT distribution on the NE

■ RTT distribution had a small effect of the where the NE was
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Conclusion

■ Despite BBR’s current throughput benefits, CUBIC is unlikely to disappear soon from 
the Internet

■ The Internet is likely to remain a heterogeneous mix of congestion control algorithms

■ TCP performance is highly contextual
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Future work

■ Formal proof for NE is a general n-flow game

■ The Internet does not follow economic game theory

■ Effect on the NE in the presence of multi-hop paths, large number of flows and 
AQMs
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Thank you! 
Questions?

2724th June 2021, Ayush Mishra, NUS - APNet '21


	Conjecture: �Existence of Nash Equilibria in Modern Internet Congestion Control
	Slide Number 2
	Slide Number 3
	Slide Number 4
	Slide Number 5
	Slide Number 6
	Slide Number 7
	Slide Number 8
	Slide Number 9
	Slide Number 10
	�HOW DO WE EXPECT THE �INTERNET TO EVOLVE? ��Would it be reasonable to expect the �whole Internet to switch to BBR or �its variants, in the near future?
	Slide Number 12
	Slide Number 13
	Known Interactions between CUBIC and BBR
	Throughput in relation to buffer size
	Throughput in relation to buffer size
	Throughput in relation to number of flows
	Throughput in relation to RTT
	Using these observation to predict a Nash Equilibrium in a 2 flow game
	Nash Equilibria in a general n-flow game
	Checking the claims of this conjecture in a limited state space
	Properties of observed NE
	Effect of buffer size and link speed on the NE
	Effect of RTT distribution on the NE
	Conclusion
	Future work
	Thank you! �Questions?

