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Assignment 1
Introduction to Uppaal

Assignment 1

Assignment number 1 is out
o Seven questions
o Some reading may be required?
o Hand in Feb 18

B

NUS
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Uppaal

Assignment 1
Introduction to Uppaal

The website:

Fle Edt View Favortes Troks  Help

| 2 uPPaaL - Microsoft Internet Explorer

=101x|
3

»

Qe - @) - %] 2] (h‘pieer(h

/"7 Favarites @‘ 62 ; -1

Address [&] hetp: s uppaal.com

B E

Links &] Customize Links [ Free AL & Unlimited Internet &) Free Hotmail €] Liquid Music Netwark

RELATED SITES: TIME!

UPPAAL

Home | About | Documentation | Download | Examples | Bugs

Commercial

Academic
sales@uppasl.com.

Installation

History

Commercial Licenses

For information about commercial licenses and support, please contact

UPPAAL CORA | UPPAAL TR

The following releases

applications.

m Uppasl 34

Academic Licenses

The current official release (also availabls for Mac 05 %),

and utilities are available for free for non-profit

[@ mneermet

BN
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Assignment 1
Introduction to Uppaal

The license:

File  Edit View Favorites Tooks  Help | w
o @ N ; /5. 5\ g »

Q= - ) - (%] & \h‘/.)Seerch /"7 Favarites @‘ R -1

Address [&] hetp: s uppaal.com B>

Links &] Customize Links [ Free AL & Unlimited Internet &) Free Hotmail €] Liquid Music Netwark 2

License Agreement —
UPPasL Release Version

Please read the license agreement carefully, fill in the form, and press the
"Register and Download” buttan. The information will be sent to the UPRAAL
team and used for the purpose of registration only,

Copyright {c) 1995-2005 by Uppsala University and
Aalborg University.

We (the licensee) understand that UPRAAL includes the
programs:  uppaslzkjsr, uppasl, uppasibat, server,
socketserver, atg2ugi, atgzta, atgzhs2ta, hszta, checkta,
simta, verifyta, ubpaal, and xuppaal and that thev are supplied =l

[&] pene

[0 [ [ [ [ meemet

BN
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Assignment 1
Introduction to Uppaal

Uppaal

Complete registration:

S=E

File  Edit View Favorites Tooks  Help | o
3 @ e . >, 0L »

Qe - O xl B b s Jorewtn @) - L B -

Address [&] hetp: s uppaal.com |

Links &] Customize Links [ Free AL & Unlimited Internet &) Free Hotmail €] Liquid Music Netwark 2

adi e ck here for

RELATED SITES: UPPAAL | TIMES | UPPAAL

Download Area

Registration Completed
Thank you for registration. Your download of UPPAAL Release Version
3.4 should begin shortly.

Back to download page

Updated » 04/14/2005

[0] [T =) (e

By

Hugh Anderson Verification of Real Time Systems - CS5270 3rd lecture

7



Administration
Scheduling
Scheduling algorithms

Assignment 1
Introduction to Uppaal

Uppaal

Download:

3.54 MB of form.php?PHPSESSID=002fac - |EI|5|

&

Saving:
uppaal.zip From wee,it, uu,se

Estimated time [eft Mot known (Opened so Far 3.54 ME)
Download to: C:\Documents and Setting. .. \uppaal.zip
Transfer rate; 45,9 KBfSec

[ iClase this dialog box when download completes

Hpen [ pen Ealder | Cancel I NUS

B
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Assignment 1
Introduction to Uppaal

Uppaal

Instructions:

Fle  Edit View Favortss Tnols  Help
- B N O S i | - 2
Q= - © - %] 2] J]‘/. Searth ¢ Favertes 2| (v
Address [&] hetp: s uppaal.com
Links &] Customize Links [ Free AL & Unlimited Internet &) Free Hotmail €] Liquid Music Netwark 2
3. Download the zip-file containing the installation files -l
4. Unzip the downloaded zip-file. This should created a number of files, _I
including: uppaalk.jar, uppasl, and the directories bin-Linus, bin-
Sun0S, bin-Win3z, and demo, The bin-directories should all contain the
two files server(.exe) and verifyma(.exed plus some additional files,
depending an the platform, The directory demo should contain some
demo files with suffixes . znl, and ..
5. Make sure you have the Java wersion 5 (e.g. J2SE Java Runtime
Environment) or newer installed and properly corfigured on your
systemn. The UPPAaL GUI will not run without Java installed, 1ava for
ZunoS, Windows95/98/NT, and Linux can be downloaded from
va.sun.co
. To run UPPAAL on Linux or Sun0S systems run the startup scnpt named
wppaal. To run on NT systems, just doubl the file
wppaallk. jar.
7. {(Optional) Join the UppaaL mailinglist. The mailinglist is intended for
users of the tool. To join  the list, email uppasl-
subseribe@yahooaroups.com, To post to the mailing list, email
uppasl@yshooaroups.com. For mare infarmation, see this page .
Plesse e-mail bug-uppaal@listituv.se i vou have problems to instal, fyou | \US
& [T %l e weme 2
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Assignment 1
Introduction to Uppaal

Uppaal

Extract/unzip:

o [m[ 3]
File Actions ©Options Help
Favarites Add Extract View CheckOut Wizard
| Tvpe | Modified | Size | Ratio | Pac| ~
File Z2/01/2002 10:4. . 2,695 S55% 1.
File 17/06{2005 &:23 PM 3,741 55% 1,6
u readme. bxt Readme Docurment 17/06/2005 8:23 PM 3,648 55% 1,7
[#) uppaal File Z2{09(Z003 ;29 ... 263 I o
uppaalzk.jar Executable Jar File 17{06/2005 8:26 PM 501,356 &% 461,
) server File 17/06{2005 8:24 PM 2,007,988 60% 795,
E?I socketserver File 22/03{2004 1:55 PM 10,800 51% 5,:
&) verifyta File 17/06{2005 8:24 PM 2,003,344 60% 795,
[#) server File 17/06/2005 G52 PM 1,419,408 65% 497,
E?I socketserver File 06/02/2003 2:56 PM 12,300 59% 5=
4| | »
|selected 0 files, O bytes [Tatal 27 Files, 14,913KE 00 4

Hugh Anderson Verification of Real Time Systems - CS5270 3rd lecture 10



Administration
Scheduling
Scheduling algorithms

Assignment 1
Introduction to Uppaal

Uppaal

Click on jar file:

(ol
e | >
T
ek - @ - (T | S search [ Foiders ‘ & 3 X B ‘
Adkress [0 Ciipocuments and settngede s P 11 R[> [
Links &] Customize Links [ Free AOL & Unlimited Internet &] Free Hotmail (£ Liquid Music Network @ RealPlayer (€] Welcome to Liquid Audic >
| size [ Type [ Date modfied |
490KB  Executable Jar File 17]06/2005 8:26 PM
[Huppaal 1KB File 22/09{2003 9:29 AM
=] readme. tat 4KB  Text Document 17/08/2005 8:23 PM
README 4KB File 17]06/2005 &:23 PM
l\(ense*ASF 3KB File 22/01/2002 10:42 AM
ICman File Folder 01/02/2006 1:39 PM
(=15 File Folder 01/02/2006 1:35 P
Eidemo File Folder 01/02/2006 1:39 P
(Eabin-winze File Folder 01/0212006 1:39 PM
[bin-5un03 File Folder 01/02/2006 1:35 P
IE)bin-Linux File Folder 01/02/2006 1:39 P
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\uUs

11



Administration
Scheduling
Scheduling algorithms

Assignment 1
Introduction to Uppaal

Uppaal

The application:

=0l
Ele Templstes Wiew Queriss Cptions telp
BaEaaaga-e.
SSIEREGE| Smulator | Verfier |
Drag out Name: [P Parameters: |
3 Project

@ Global declarations
a@
‘#® Process assignments
@ Syster defirition

Hugh Anderson Verification of Real Time Systems - CS5270 3rd lecture 12
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Assignment 1
Introduction to Uppaal

Uppaal

Help:

=
SR EE

A6 Introduction

# Intioduction

# ‘what's New

# Command Line Options UPPAAL iz a tonl for modeling, validation and werification of real-time

. Trolbar systerns model. It is appropriate for systems that can be modeled as a
g :II !i’::f;’mtm collection of non-deterministic processes with finite control structure
5o S?mu\atul and real-walued cloclks (i.e. timed automata), communicating through
) Weifier channels and (or) shared data structures. Typical application areas
4 Language Reference include real-time controllers, communication protocols, and other

# Eupressions systemns in which tirming aspects are critical

# Identifiers

# Reserved Kepwords The UPPAAL tool consists of three main parts:
)] System Description Language

# Semantics # a system editor,

# Requirement Specification La # 2 simulator, and

Requitement Specification L
# Requirement Specification La © a verifier

The three tools as well as the system description language, the

requirernents specification language, and the iters found in the meny
bar and the toolbar of UPPAAL's main window are described in these -
help pages

K | =l
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Scheduling algorithms Introduction to Uppaal

Uppaal

Load up a demo:

‘Documents and Settings/dcsanh,/Deskt

lemo,/trai =101 x|
Ble Templates Yien Querizs | Options Help
paEaaa(§a-s.
SySEMEES ]| Simulator | Verfier |
Drag out [{ Name: [Frsin Parameters: [HON] & conct i@
A baingale
T Global declarations
=% Em
) Gate .
S IntQuewe wog
- # Process assignments sde C (M)..Cmss.
'@ System defintion lBave! ¥4=5
appr! /)\
e=id, -
P
=1
A ( (D) Start
xe=d0 4= 15
emig %20
op o
e==id
=0
-
stap
Hugh Anderson
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Assignment 1
Introduction to Uppaal

Uppaal

Look at TTS:

Documents and Settings, dcsanh/ Desktop/C55270/lectured/uppaal-3.4.11/demo/train-gatesml = UP
fle Iemplates yiew Queries Options Help

B ~ O
| B a® Q B G
System Eitor | Simulstor | Verifer

Drag out | Name: [Gate Parameters: |

4 hain-gate.

-# Global deslarctions
58 Train

& Declarstions
B =
. # Declarations C
B8 IntQueve N
e Declarations

- Process sssianments

e

&

5

4
@
=

L
T

emph

2

B O

/c\ BavE?
St N

~
=)
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Assignment 1
Introduction to Uppaal

Uppaal

Simulation:

/Documents and Settings, dcsanh, Desktop/CS5270/lecture3/uppaal-3.4.11/demo /train-gate sl
e Templates Wiew Queries Options Help

i

Bamaaaga-s
SystemEdtor Simuletor | Verfier |

[ Brag i | oagout |{ Tiraina 5|

Enabled Transitions

el =0
jouene . 11t
joueve . 1ist|
joueve. 1ist|
joueve . 1ist|
joueve. 1ist|

Next Reset loue e 1o -
oueue. 1
ITraini.

Simulation Trace

Trainz.
ITrains.
Traind.
ITrainz.

Traini.

ITraing.
Traini.

ITraing.

Trace Fiie: Traind. Gate Queue

Prev e Replay S
SY SY SY SY F Str\ o
A \US

Slow Fast stonalnversty

Train1_Trai

r:
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Assignment 1
Introduction to Uppaal

Uppaal

Simulation:

/Documents and Settings, dcsanh,/Desktop/C55270/lectured/uppaal-3.4.11/demo, train-gate xml
fle Iemplates yiew Queries Options Help

B = Ee e e

SystemEdtor Simuletor | Verfier |

’%@»W&

Dragout | [iraing
\VarabdOnenin separate windom.]

el =5 safe
jouene . 11t
joueve . 1ist|
joueve. 1ist|
joueve . 1ist|
joueve. 1ist|

e ficscl oueue. 1en «

lousue. 1 = ¢ e

[ Brag i

Enabled Transitions

appr!

Simulation Trace

W’ o a2 — [Trainl.x ir xe=20

L =

(Gate.5.starl, Traind.2.ston7) [Traind.x

(ppr, Safe. Safe, Stap, -, Start) [[raind.x 11

(Gate 10.add, Queue 5.2dd?) [TrainZ.x -
Trains.x -

[.ppr, Safe, Safe, Stop, Dee, Start) rraind.x -

(Train3..apprl, Gate. 3.appi?) roins o -
[Traind.x - Gate L‘
Traina.x -

Teeshie [ Train1_Train2 Traind Traind_Gate Queue |

Prev HExd Replay

|
Slow Fast

4
H
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Assignment 1
Introduction to Uppaal

Uppaal

Simulation:

/Documents and Settings, dcsanh,/Desktop/C55270/lectured/uppaal-3.4.11/demo, train-gate xml
fle Iemplates yiew Queries Options Help

RaEaaaia-s

SystemEditor {STiules | Verfier |
Drag out | Drag out [T Trraina

Variables
Enabled Transitions

L - 2

[T |
louene . 1ist 1]
louene. 115t 2]
louene . 1ist[3]

louene . 1150 19] =

e ficscl lousue. 1en = 3

louzue.1 = 0
rraint.x in [20,25]

ERTI

Simulation Trace

(Gate.10.2dd, Queue.5.2dd7) Bl rrasuz o - 0
(5top, Crass, Stop, Stop, Oce, Star) rre s an (0,5

[Traind.x in [3,20]
[Traini.x - Trainz
[Traint.x - Traind
[Traini.x - Trains
[Traini.x - Train2
L [Traind.x - Trainz

Trace Fiie: ~| |Jrraing.x - Trains

Fiev. Nex Fleplay

= e

(Train2.2 leavel, Gats 4leavs?)

(Stop, Safe, Stop, Stop, -, Stan]

(Queue 3rem, Gate 11 rem?)

|

Mok ok ok ok ox

Train1_Train2 Train3 Traind Gate Queue

Hugh Anderson Verification of Real Time Systems - CS5270 3rd lecture 18
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Uppaal

Assignment 1
Introduction to Uppaal

Verification:

fle Iemplates yiew Queries Options Help

/Documents and Settings, dcsanh,/ Desktop/CS5270/lecture3/uppaal-3.4.11 /demoytrain-gate xml

RaEaaaia-ss

System Edtor | Simulator  Verfier |

Overview

Pl[E<> Gate.Dcc

[+] ii Model Check
[

FAE<> Trainl.Cross

PIE> Trainz.Cross

Query

nseit
Remove

Comments

’Zo Trainl.Cross and TrainZ.Stop

Comment

"rmm L can be crossing bridge vhile Train Z is waiting to cross.

Status

Established dieet cannection o local server
E<> Gale.Oco

Properly is satisfied.

E<> Train2 Cross

Froperly is satisfied.

E<> Trainl.Crose and Train2 Stop

Froperly is satisfied

Hugh Anderson Verification of Real Time Systems - CS5270 3rd lecture
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Scheduling Critical sections and Semaphores

Scheduling algorithms

Non-preemptive scheduling

Tasks are delayed until other tasks complete:

A
Priority
I
1 T3
, y
! T
T i
/,’ A |
/,/’ ,/ //// ///// !
el WY N -
t) t t3 time

Hugh Anderson

Verification of Real Time Systems - CS5270 3rd lecture
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Preemptive scheduling

Scheduling concepts
Critical sections and Semaphores

Tasks preempt lower priority tasks:

A
Priority
—_— |
| | -
LTy S
:_i A
| | y //I,‘—i/ |
A! J‘ /3::,77|7777:_|“
! /::::4 /,c,_,_,_,l_, :\——
] a2 ‘ ! | | > -
4 %) t3 time \‘S

Hugh Anderson Verification of Real Time Systems - CS5270 3rd lecture 21
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Scheduling terms

Scheduling concepts
Critical sections and Semaphores

Definitions:

Feasible: a schedule is termed feasible if all tasks can be
completed within the constraints specified

Schedulable: a task set is schedulable if a particular
scheduling algorithm produces a feasible schedule

NUS
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Scheduling algorithms

Scheduling terms

Scheduling concepts
Critical sections and Semaphores

Constraints found in various areas:
Timing (deadlines for tasks)
Precedence (which task comes first)
Resource (shared access)
Hard/Soft constraints

Hugh Anderson Verification of Real Time Systems - CS5270 3rd lecture 23
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Scheduling terms

Scheduling concepts
Critical sections and Semaphores

Deadlines:
D;j

~
| |
l Ci l
| X X |
| —_— |
I

| | | | | | | |
a; s f d;  time

o If atask tj needs to finish before some time d;, then this is
called a deadline . A relative deadline D; for the task is
Di = di — 4. %
© Tasks run for time ¢;, and must complete before a deadline R

Hugh Anderson Verification of Real Time Systems - CS5270 3rd lecture 24
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Scheduling concepts
Critical sections and Semaphores

Scheduling terms

Periodic tasks:

T; T; T;

i S B S S EEEE—

I I I

I Di I Di I Di

I i I i I |

! | ! | ! |

= | I o —

“ ! AT 1y '

| 4 v 1

4 ; ; 1 ; ; P ;

f f f f f f f f -
0; time

o A periodic task is one that is regularly activated at a
constant rate. :

o Its period is Tj, and the time of first activation (its phase) is s

¢i ) g
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Scheduling terms

Scheduling concepts
Critical sections and Semaphores

Precedence between tasks - visualize as a graph:

Measure
current

Measure
current wheel
rotations

Measure

position of ‘
accelerator

pedal

&B

‘ Modify =
actuator \Us
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Scheduling terms

Scheduling concepts
Critical sections and Semaphores

Resource access:

A resource constraint, may be some variable or device or some
other structure in the system. Resources only become critical
resource constraints when they are shared with other tasks.

o An exclusive resource is one which may require exclusion
of all other tasks when the resource is accessed. This is
called mutual exclusion (OS normally provide mechanisms
to assist tasks to provide mutually exclusive access to a
resource). The code which requires this mutually exclusive
access is termed a critical section (CS).

o The most common mechanism for this purpose is called
. . 1)
the semaphore, where a semaphore variable s; is used to
control access to an associated CS. Lo

Hugh Anderson Verification of Real Time Systems - CS5270 3rd lecture 27
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Scheduling concepts
Critical sections and Semaphores

Critical section

A critical section is:

o A piece of code belonging to task executed under mutual
exclusion constraints.

o Mutual exclusion is enforced by semaphores.
o wait(s)
o Blocked if s = 0.
o signal(s)

o sis setto 1 when signal(s) executes.

Hugh Anderson Verification of Real Time Systems - CS5270 3rd lecture 28
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Critical sections

Scheduling concepts
Critical sections and Semaphores

CS and blocking:
o A task waiting for an exclusive resource is blocked on that
resource.

o Tasks blocked on the same resource are kept in a wait
gueue associated with the semaphore protecting the
resource.

o Atask in the running state executing wait(s) on a locked
semaphore (s = 0) enters the waiting state.

o When a task currently using the resource executes
signal(s), the semaphore is released.

o When a task leaves its waiting state (because the =
semaphore has been released) it goes into the ready state: yus

Hugh Anderson Verification of Real Time Systems - CS5270 3rd lecture 29
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Semaphores and blocking

Scheduling concepts
Critical sections and Semaphores

In an OS, tasks block when waiting for a resource:

schedule 5
signal()

preempt

wait() \Us

Hugh Anderson Verification of Real Time Systems - CS5270 3rd lecture 30



Administration RMS - Rate Monotonic Scheduling
Scheduling Schedulability
Scheduling algorithms EDF Earliest Deadline First

The scheduling problem

The general scheduling problem is NP-complete:

o There is a non-deterministic Turing Machine TM and a
polynomial in one variable p(n) such that for each problem
instance of size n, TM determines if there exists a
schedule and if so outputs one in at most p(n) steps. Any
non-deterministic polynomial time problem can be
transformed in deterministic polynomial time to the general
scheduling problem, and only exponential time
deterministic algorithms are known.

Hence we must find imperfect but efficient solutions to
scheduling problems. A great variety of algorithms exist, with
various assumptions, and with different complexities. Ns

Hugh Anderson Verification of Real Time Systems - CS5270 3rd lecture 31
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Scheduling Schedulability
Scheduling algorithms EDF Earliest Deadline First

Assumptions for RMS

In RMS:
o assume a set of tasks {1, ..., 7m} with periods Ty,..., T,
¢; = 0 and D; = T; for each task.

o We allow preemption,
o there is only a single processor, and
o we have no precedence constraints.

Hugh Anderson Verification of Real Time Systems - CS5270 3rd lecture 32



Administration RMS - Rate Monotonic Scheduling
Scheduling Schedulability
Scheduling algorithms EDF Earliest Deadline First

RMS

The RMS algorithm:

o Assign a static priority to the tasks according to their
periods.

o Priority of a task does not change during execution.
o Tasks with shorter periods have higher priorities.
o Preemption policy:

o If T; is executing and T; arrives which has higher priority
(shorter period), then preempt T; and start executing T;.

Hugh Anderson Verification of Real Time Systems - CS5270 3rd lecture 33
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Scheduling Schedulability
Scheduling algorithms EDF Earliest Deadline First

Assumptions RMS

From the Liu article:

(A1) The requests for all tasks for which hard deadlines exist are
periodic, with constant interval between requests.

(A2) Deadlines consist of run-ability constraints only - i.e. each task
must be completed before the next request for it occurs.

(A3) The tasks are independent in that requests for a certain task do
not depend on the initiation or the completion of requests for other
tasks.

(A4) Run-time for each task is constant for that task and does not
vary with time.

(A5) Any nonperiodic tasks in the system are special; they are
initialization or failure-recovery routines; they displace periodic tasks

while they themselves are being run, and do not themselves have
hard, critical deadlines. NS
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Scheduling algorithms EDF Earliest Deadline First

RMS

Given this task set:

71| T2 | T3

An RMS schedule is:

TH E m m mE m E §E g E E@E@E@mERE
Tg‘ - 'l. I - 'l. I - 'l. I - 'l. I - 'l.

0 10 20 30 40 50 : 60

This cycle repeats

Hugh Anderson Verification of Real Time Systems - CS5270 3rd lecture 35
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Scheduling Schedulability
Scheduling algorithms EDF Earliest Deadline First

RMS

Properties of RMS:
o RMS is optimal (Given the previous constraints)

o If a set of of periodic tasks (satisfying the assumptions set
out previously) is not schedulable under RMS then no static
priority algorithm can schedule this set of tasks.

o RMS requires very little run time processing.

Hugh Anderson Verification of Real Time Systems - CS5270 3rd lecture 36
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Scheduling Schedulability
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Schedulability terms

Definition of PUF, the Processor Utilization Factor:

The processor utilization factor U is the fraction of processor
time spent in the task set:

03¢

i=1

=0

If this factor is greater than 1 then of course, the task set can

not be scheduled. However if U < 1 then it is possible that it

may be RMS-schedulable. If a particular set of tasks has a

feasible RMS schedule, and any increase of the runtime of any
task would render the particular set infeasible, then the
processor is said to be fully utilized. NUS
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Schedulability terms

Example of PUF calculation:

L | T2 73
cl1]2]3
T | 4610

the processor utilization factor is U = 3", & = 0.833.

B

NUS
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Scheduling Schedulability
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Schedulability

The least upper bound of processor utilization:

The least upper bound Uy is the minimum of the U over all
sets of tasks that fully utilize the processor.

o If U < Uy, then the set of tasks is guaranteed to be
schedulable.
o Table gives a sufficient value for Uy, for different numbers

of tasks for RMS (Ujyp = m(Z% — 1)), but note that it may
be possible to schedule a task set even if the criterion fails.

m 1 2 3 4 5 6 0 | g
; Uiub } 1.000 } 0.828 } 0.780 } 0.757 } 0.743 } 0.735 } 0.690 L.S
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Schedulability

RMS - Rate Monotonic Scheduling
Schedulability
EDF Earliest Deadline First

Using our example:

T1
C|1
T | 4

T2 | T3
213
6 | 10

the processor utilization factoris U = >-", % =0.833.

o The least upper bound for rate monotonic scheduling for 3
tasks is given in the table as Uy, = 0.780, and since
Uup < U, we cannot guarantee that this task set is

schedulable..
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Schedulability

Another example:

TL | T2 | T3
C|1]2]|3
T, | 4|6 | 8

the processor utilization factor is U = 3", & = 0.95833.

o With this set of tasks, we have that task 73 fails to complete
within its period (8), task set is not schedulable using RMS.

TH m oE omomom
TZ\- - \- - I

T, o EE

0

This cycle repeats
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Earliest Deadline First

The policy:
o Tasks with earlier deadlines will have higher priorities.
o Applies to both periodic and aperiodic tasks.
o EDF is optimal for dynamic priority algorithms.
o A set of periodic tasks is schedulable with EDF iff the
utilization factor is not greater than 1.
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Scheduling
Scheduling algorithms

Earliest Deadline First

RMS - Rate Monotonic Scheduling

Schedulability

EDF Earliest Deadline First

RMS fails:
TL | T2
Cil| 2| 4
T, |15 |7

From U = 0.4 + 0.57 = 0.97 < 1 we know that it is guaranteed
to be schedulable under EDF, and might be schedulable under

RMS.

o It is not RMS schedulable:

CN__BE__|

T, mm(ED
7

0

Time Overflow!

21
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Earliest Deadline First

EDF can guarantee deadlines in the system at higher loading:

T | T2
Ci| 2| 4
T, | 5|7

From U = 0.4 + 0.57 = 0.97 < 1 we know that it is guaranteed
to be schedulable under EDF.

o EDF scheduling succeeds:

T]- \-\-- -

T, Il I | e 0
0 7 14 21 W
-~ " >

Cycle repeats \ Us
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