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Incremental tasks are ...

Extensively studied in image domain

- Image classification,
- Object detection,

- Semantic segmentation, etc.
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Underexplored in video domain

- Action recognition,

- ... (more to come)



Incremental learning algorithms

Fundamental Categories of IL algorithms

- Replay/Rehersal
replay a few of the data samples previously seen tasks (exemplar, generative)
- Regularization [1]
consolidates the past knowledge, controlling the network weights updates
- Architectural
dynamically changes the model's architecture, isolating task-specific parameters



Incremental Action Segmentation

Procedural Videos

Series of actions performed in some constrained but non-unique order to achieve some
intended high-level goal.
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Video Replay

- (Symbolic) Action sequence

- take cup - pour coffee - add milk — add sugar - stir coffee - SIL
- Action duration

- 180 - 150 - 90 - 140 - 160 - 100
- (Segmental) Action features



Temporally Coherent Action Model

Action Modeling via Conditional VAE

The Encoder takes as input
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The Decoder

- samples a latent variable
- outputs the reconstruction of the original feature



Temproally Coherent Action Synthesis

Action Synthesis with Decoder

Frames in the same segment have
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Generated segments are concatenated in time to form the replay video.



Incremental Training

Whenever new task data comes

Action Segmentation

- construct replay data with generators from previous tasks
- learn segmentation with both incoming data and replay data
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- train new generator with incoming
data

- cache generator in task stask



Incremental Training

Whenever new task data comes

Action Segmentation

- construct replay data with generators from previous tasks
- learn segmentation with both incoming data and replay data
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Iterate between Action Segmentation and Video Replay.



Main Result

Effectiveness on two benchmarks with two backbones

MSTCN ASFormer
# Tasks
Acc  Edit F1@{10,2550) Acc Edit F1@ {10,25,50}
Improvement Breakfast

sign]ﬁcant improvements over Finetune 74 72 75 70 54 99 98 103 94 75
. Exemplar 161 133 138 125 95 124 112 117 107 85
standard finetune approach without 0 ours 204 259 263 235 177 342 324 331 301 234
data replay Original 431 411 412 37.6 295 481 452 459 424 342
) Finetune 154 158 166 158 127 157 161 169 158 132
improvements compared to . Exemplar 325 289 308 285 229 295 275 287 267 220
exemplar-saving counterpart ours 545 494 511 469 37.7 572 568 583 540 43.6
Original 604 591 603 561 460 651 642 656 615 510

Gaps YouTube Instructional
large performance gap compared to Finetune 136 28 36 27 06 139 115 111 98 63
; - ,  Bemplar 308 197 198 160 93 221 189 177 153 100
using original frame features ours 302 250 219 185 111 252 209 201 175 114
Original 9 381 322 191 592 511 454 391 255




Ablations

Temporal Coherence Replay Size

- - - Alarger replay size
SD FD TC Acc Edit F1@ {10,25,50} Acc  Edit  F1 @ {10, 25, 50} leads to better

M
278 356 361 317 243 30 340 39.6 410 348 247 performance
60

Exemplar v X X

OUrSangom ¢ ¢ X 329 389 400 356 272 354 412 423 360 256 . saturatesand no
OUrSstatic v X X 379 429 438 389 29.0 90 362 423 439 373 268 further gain with
Qurs v vV vV 418 450 47.0 415 32.0 120 38.0 423 440 371 262 replay size

SD - segment-level diversity ~ FD - frame-level diversity ~ TC - temporal coherence TCA Trai n i n g d ata
- Without temporal coherence, static

T(%) Acc Edit F1@ {10,25,50}

segmnet works better than random semd o 296 200 550 Jb 53 o QTS e
. . § . X . real data helps
- All factors considered together ) e
urs
achieves the best performance P aaw es WS ST 3T generative ability




Conclusion

Take aways

- Generative replay approaches are better desired for procedural videos
- Temporal coherence is essential for video replay
- This is an underexplored area full of research possibilities



Thank you!



