
1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

26

27

28

29

30

31

32

33

34

35

36

37

38

39

40

41

42

43

44

45

46

47

Misinformation, Disinformation, and Generative AI: Implications for
Perception and Policy

KOKIL JAIDKA, Department of Communications and New Media, National University of Singapore

TSUHAN CHEN, School of Computing, National University of Singapore

SIMON CHESTERMAN, Faculty of Law, National University of Singapore

WYNNE HSU, School of Computing, National University of Singapore

MIN-YEN KAN, School of Computing, National University of Singapore

MOHAN KANKANHALLI, School of Computing, National University of Singapore

MONG LI LEE, School of Computing, National University of Singapore

GYULA SERES, Business School, National University of Singapore

TERENCE SIM, School of Computing, National University of Singapore

ARAZ TAEIHAGH, Lee Kuan Yew School of Public Policy, National University of Singapore

ANTHONY TUNG, School of Computing, National University of Singapore

XIAOKUI XIAO, School of Computing, National University of Singapore

AUDREY YUE, Department of Communications and New Media, National University of Singapore

Generative artificial intelligence (GenAI) is exacerbating the challenges ofMisinformation, Disinformation, andMal-information

(MDM). The quantity and quality of synthetic content requires reconsidering how information is created, disseminated, and

consumed. That exploration is crucial for understanding how MDM can impact trust in public institutions and resilience

among consumers. We propose a three-tiered interdisciplinary approach to characterize how consumers engage with and

perceive GenAI. Recognizing the consumer behavior that shapes MDM consumption, addressing vulnerabilities in the infor-

mation pipeline, and developing policies that are fit for purpose is essential to safeguarding the integrity of information and

maintaining public trust in a digital age.
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1 INTRODUCTION

The digital age — characterized by the internet, social media platforms, and the proliferation of mobile devices

like smartphones — has transformed how people acquire and share information. Consumers expect new content

to be delivered at the swipe of a finger; opinions are formed, and decisions are based solely on algorithms’

content and consumed individually. Where the ‘news’ was once curated by experts, it is now personalized to

suit one’s interests (and biases). The insatiable demand for content drives an ‘economy of digital consumerism,’

where supply is usually unregulated. Around the world, this has led to the paradox of digital information: ever

more people have access to more information than at any point in human history — yet their trust in the

veracity of that information is in decline. The lines between journalism, advertising, and entertainment are

increasingly blurred, and motivations behind creating a particular piece of information and the mechanisms that

determine why it is served to a consumer are often not immediately evident. The production, consumption, and

subsequent dissemination of information with questionable credibility have spurred three major informational

crises that are the focus of research and governance efforts worldwide —Misinformation, Disinformation, and Mal-

information (MDM). Misinformation refers to misleading information without malicious intent; disinformation

uses information deceptively to push an agenda or a false narrative; mal-information aims to inflict societal harm.

In reaction to the consequences and implications of MDM, many governments are establishing new laws, as

well as adapting established processes, procedures, and provisions to tackle these issues; yet, comprehensive and

practical legislation is years away [10, 28].

In this context, Generative Artificial Intelligence (GenAI) now threatens to amplify the portended risks of

MDM because of its availability, ease of use, and remarkable sophistication in creating new forms of MDM.

GenAI are models learned from data that are capable of creating synthetic multimedia content that simulates the

characteristics and sensibilities of content featuring or created by humans [12]. Thousands of user-developed

free software and web applications now allow individuals to generate high-quality synthetic portraits and videos,

also known as deepfakes [33], that feature politicians, celebrities, and regular citizens saying and doing acts that

never happened, while others allow the synthesis of coherent and persuasive text in support of any given topic.

Consequently, three factors make GenAI especially critical to study in the context of MDM. First, GenAI can

create high-quality, compelling fake information that is difficult to trace back to a source or creator. Second,

GenAI is lowering the threshold for creating and sharing MDM and increasing the difficulty in distinguishing it

from authentic sources. Thirdly, the illusory truth effect of GenAI implies more significant media skepticism

even towards credible sources [3], thereby sowing distrust and division and undermining the bonds that knit

societies together.

Currently, the detection and authentication of MDM is tackled primarily from a computing perspectives, with

the onus placed on developers to police and secure their systems. However, while future advances may yield

technical improvements, how humans confront and consume new information is expected to remain unchanged.

In the face of the proliferation of GenAI tools, there is a need to apply a holistic approach that considers not simply

creation or detection but also consumption so that AI governance can effectively harness GenAI and mitigate

the risks it poses to stable societies [19]. Accordingly, we offer a consumer behavior perspective to identify how
existing checks in the digital information pipeline are bypassed in the creation of digital MDM, determine why
the consumption and dissemination of MDM takes place, and evaluate where proposed resilience strategies could

mitigate existing vulnerabilities and preempt future ones. We propose that computational approaches should be
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complemented by understanding consumer motivations, decisions, and responses related to their interactions with

digital information. Finally, we propose that these insights should inform regulatory and governance structures

on various aspects of the digital information pipeline while recognizing the profound effect of trust in these

institutions on public behavior and adherence to guidelines. Trust remains a fundamental component in instilling

digital resilience and combating the challenges MDM poses in the digital era.

2 THE LANDSCAPE OF GENERATIVE AI AND INFORMATION INTEGRITY

The arrival of GenAI, with large language models such as ChatGPT and text-to-image generators such as Stable

Diffusion, has radically altered content production. The primary advantage of GenAI for a general user is creating

engaging and relevant content through simple requests, which now requires minimal effort. A second advantage

is synthesizing various sources into a coherent summary or translation. While search engines lowered the

barriers to entry for public access to information, GenAI enables a broader audience to create and understand

online information, which was previously limited by the need for specialized skills or resources to produce

professional-grade media.

Besides the advantages of GenAI to users, GenAI also offers many potential benefits in evidence-based health

and medicine [45, 68], policy and public service [9, 42, 69], agriculture and education [1]. However, relying on

GenAI content can be problematic, as its answers are based on training data that is often not disclosed or non-

representative [50], and can include large amounts of unverified or unverifiable information (The extent to which

this source information is protected by copyright is the subject of ongoing litigation in various jurisdictions.) [14].

If GenAI regurgitates such material, it may synthesize these perspectives into inaccurate content bearing a veneer

of credibility that the sources lack. Such innocent ‘hallucinations’ or ‘confabulations’ are a known feature of the

technology, typically including a disclaimer that it should not be relied upon for factual content.

More troublingly, while a large proportion of the internet is indeed truthful and trustworthy, MDM has become

rampant across all media platforms. When consumers believe or are influenced by MDM, their subsequent

decisions and actions play into the hands of those intent on causing division, promoting alternative agendas, or

misleading individuals for personal gain.

For consumers, the risk lies in distinguishing between AI-generated falsehoods and authentic information,

underscoring the need for improved digital literacy. GenAI’s capacity to tailor content to individual biases

increases the likelihood of encountering and engaging with MDM, which calls for critical thinking skills to be a

central focus of educational efforts. GenAI exploits dissemination channels, particularly social media, to amplify

MDM’s reach, exploiting algorithmic biases toward high-engagement content. This issue demands transparent

and accountable recommender systems prioritizing factual accuracy over sensationalism.

Addressing the GenAI challenge requires a holistic approach that spans the information life cycle, ensuring

content integrity from creation to consumption and fostering a digital landscape resilient to the threats posed by

sophisticated AI-driven misinformation campaigns.

3 CONSUMER INTERACTION WITH MDM: A THREE-TIERED APPROACH

Given the pervasiveness of GenAI and consequently MDM, it is increasingly necessary to create research

approaches that translate across contexts, languages, and cultures while encompassing the digital paradigms of

information creation, consumption, and dissemination. Consequently, the role of scientists as the custodians of

GenAI is increasingly critical so that policies to improve AI safety can be grounded in evidence-based analyses

of technology and user behavior. These considerations have spurred the creation of the iGyro project — a

consortium of marketing scientists, computer scientists, social scientists, lawyers, and policymakers all examining

the multi-faceted paradigms of MDM within GenAI.
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Fig. 1. Conceptual framework of iGyro, showing the three Research Spheres of Consumer Behavior, Digital Information

Lifecycle, and Regulation and Policy.

The Information Gyroscope (iGyro) project at the National University of Singapore is the first comprehensive

approach to address consumer interaction with MDM. Figure 1 shows the conceptual framework comprising three

interconnected Research Spheres (RS), each enhancing resilience and trust in the digital information ecosystem.

Our objectives and approaches were developed in deep discussion with policy advisors, technical experts, civil

servants, engineers, researchers, social activists, and grassroots volunteers. At its core is Sphere 1, which focuses

on investigating the motivations and decision-making processes that govern how consumers seek, process, and

share information. Behavioral economics methods such as Bayes’ Theorem and decision-theoretic modeling

are employed to gain insights into consumer behavior. Understanding the reasons behind vulnerabilities in the

digital information landscape helps inform research in RS.

Sphere 2 is divided into three Technology Domains (TD), each representing different stages of the digital

information pipeline. TD 1 investigates the creation of MDM in text and visual media, focusing on vulnerabilities

that allow false information to appear legitimate. TD 2 examines the dissemination of MDM, mainly how it

exploits consumer biases and belief systems. This includes the study of algorithms in recommender systems and

search engines based on consumers’ historical or social media behavior and their impact on opinion polarization

and the formation of echo chambers. TD 3 focuses on consuming digital information, particularly on social

media platforms. This domain explores how information is consumed and strategies to mitigate vulnerabilities,

emphasizing enhancing consumer reasoning and empowerment.

Finally, Sphere 3 studies the potential impact of mitigation strategies and interventions on human and commu-

nity behavior and considers the role of regulation or policy in deploying these strategies at a population level to

nudge consumer behavior. These research spheres build resilience and trust in the digital information life cycle.

4 SPHERE 1: UNDERSTANDING MDM CONSUMPTION

It is imperative to understand the antecedents and consequences of vulnerabilities in the digital information

pipeline to achieve long-term digital information resilience at the individual and societal levels. Using the

lens of consumer behavior facilitates this, with factors like beliefs and biases influencing the motivations and
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decisions driving digital media consumption. Understanding MDM consumption should, therefore, examine (1)

how consumer beliefs are shaped by the type and veracity of information they receive and (2) how consumers

account for the possibility that the information they share might be false and that other people may propagate

such incorrect information.

First, we consider several factors that influence information consumption. For instance, do people choose

information from multiple independent sources, or do they focus their search on confirming prior sources of

information? Our findings will advance our understanding of bias and the creation of echo chambers in the

digital information sphere.

Our approach thrives on understanding the motivations that drive consumer decision-making on information

sharing. The extant literature offers limited insights into how consumers account for the fact that the information

they share might be false and that others may pass on that wrong information. Studies addressing similar problem

statements [34, 41] use observational data to identify exogenous factors such as online trust and social media

fatigue. Our study examines information sharing using controlled experiments with elicited beliefs about the

veracity of information.

We hypothesize that individual beliefs drive the sharing of misinformation. When considering information

consumption in the digital era, three factors violate the traditional assumption that information draws are

independent and identically distributed (i.i.d.). First, they are correlated: A piece of information a person sees may

be a modified version of a previous draw. Second, false information may drive beliefs away from the actual state

of the world. Third, information draws may be duplicated. In this case, identical information from a different

source reaches the consumers, but this is not salient to them. We argue that these features induce incorrect beliefs

even if these people are rational, i.e., their beliefs follow the statistical principle of conditional expectations [17].

Therefore, we need a framework that considers information access in violation of the i.i.d. assumption. We aim

to learn how beliefs on the veracity of information are affected by the relationships of informational draws —

whether they are independent if the sources are related (correlated or duplicates), or fake. We consider whether

people need to adjust or under-adjust when informational sources are independent. Prior research examined

how correlated and fake information results in incorrect belief formation using laboratory experiments [21, 22]

and observational [59]. In these cases, we strive to understand how people account and adjust for potential

conflicts of interest or biases in information sources and determine whether information sharing is affected by

observing a conflict of interest. Many reputed information sources contain “both sides of the story.” This has been

a long-standing influence of integrity [16] that is regaining prominence with the popularity of social-media-based

influencers and review-style information.

To model the interplay of these factors, iGyro incorporates recent developments in behavioral economics

that investigate how people update their beliefs in ways that are not rational in the textbook sense. Behavioral

economics methods of bounded rationality can assess the motivations and decisions determining information

consumption. For instance, computer scientists model how people (and machines) update beliefs using Bayes’

Theorem, where the reasoning behind how people ascertain the veracity of a claim is tested using informational

searches that consist of a series of informational “draws” about whether the claim is true or false.

5 SPHERE 2: UNDERSTANDING MDM CREATION

MDM and its contrast with authentic and legitimate forms of knowledge are the focus of Sphere 2, where they

interact with behavioral studies on consumption (Sphere 1) and regulatory and policy interventions (Sphere 3).

This Sphere’s structure follows the lifecycle of MDM: its creation, dissemination, and consumption.
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5.1 Detecting MDM

The generation of MDM and its detection can be thought of as inverses of each other, with progress in generation

technology preceding detection technology. As such, these twin aspects are pitted against each other in an

adversarial, co-evolving relationship. GenAI technologies initially sought to create believable single-modality

media: text, images, or others that could pass as natural sources. Subsequently, both legitimate red-teaming

researchers and malignant actors harnessed such general-purpose generation technologies to create MDM,

especially in high-impact domains such as politics. As a foil, initial MDM detection technologies harnessed

data mining perspectives using signals gleaned from knowledge graphs, social communities, and accounting

for temporal spread abound [35, 54, 70]. These technologies examine telltale signs of MDM on these specific

dimensions, often relying on sophisticated deep learning models to increase efficacy [31, 49, 58, 72].

Yet, as generation technologies diversify, iGyro must pursue corresponding aspects in detection. Modern

MDM generation is hybridising, where the veracity of one modality lends credibility to another. MDM detection

in iGyro handles (a) text fabrication (falsified headlines with authentic visual content) and (b) misrepresentation

(truthful content headline but with irrelevant visual content), alongside (c) complete textual and visual fabrication.

Doctoring modalities only at critical points is also common. Synthetic speech for key words can replace an

original speech signal. Claims that rely on multiple component facts can turn MDM by falsifying only one part.

Critical parts of natural images can be replaced with parts from others “pasted in.”

Our core approach detects such “inconsistencies” which manifest at different levels: signals (e.g., cut & paste

boundaries or compression differences), objects (e.g., object or sentence feature differences), and semantics (e.g.,

differences arising from mixing of two different real-world events). Our approach addresses the text modalities of

MDM in ways that leverage decomposing claims into atomic, easily-verified claims [55, 56]. For visual content, we

examine the physical signal aspects of images and other visual media at the object level; while for videos, we exploit

temporal information, consistency, and constraints and develop image forensics and machine learning-based

methods to tackle full-body fakes.

These will feed into integrative technologies for practical use [49], perhaps as a Veracity Meter, analogous

to ones in anti-virus software, to inform consumers of the risk that a given media source or item is false, or

misleading. Finally, iGyro’s MDM detection efforts blend these aspects with analyses of the MDM lifecycle: how

consumers engage with and form perceptions of MDM, discussed next.

5.2 How consumers engage with MDM

Navigating the complexities of digital information flow presents a unique set of challenges, especially when

addressing the nuanced balance between information accessibility and the potential for polarizing echo chambers.

Central to this issue is the role of search engines and social networks, which, driven by sophisticated algorithms,

often inadvertently perpetuate a cycle of repetitive content delivery based on user history and biased search

inputs. Herein lies the need to thoroughly comprehend and scrutinize these algorithms, aiming to offer a more

equitable news landscape and counteract the pervasive influence of echo chambers.

Prior work on mitigating echo chambers has examined comparing recommendation algorithms for their ability

to supply a diversity of sources and perspectives [24, 29, 61, 64]. However, some challenges still need to be

addressed regarding the audit of recommendation algorithms, where most measures of feed quality treat each

piece of information as a single data point. In reality, news items can be understood as the sum of their parts [47].

Furthermore, a news-focused approach is incongruent with typical consumer behavior, as many consumers

obtain their news indirectly [13]. In reality, a minority of consumers are interested in the news [46] and are more

likely to get information from their network peers.

We propose research designs focusing on news content and social network peer interactions. First, to better

understand and analyze the content of news items, we plan to explore a diversity of algorithms that suggest or

Digit. Gov. Res. Pract., Vol. xx, No. xx, Article xx. Publication date: xx 2024.



283

284

285

286

287

288

289

290

291

292

293

294

295

296

297

298

299

300

301

302

303

304

305

306

307

308

309

310

311

312

313

314

315

316

317

318

319

320

321

322

323

324

325

326

327

328

329

Misinformation, Disinformation, and Generative AI • xx:7

retrieve articles with similar headlines but diverse content. The degree of dissimilarity may be calibrated for each

user through an exploration–exploitation approach often used in reinforcement learning. Next, we will explore

the dynamics of online social networks, particularly in understanding how news spreads within and across

different echo chambers. Using social network analysis, we will identify, understand, and predict the impact of

these clusters on the propagation of digital information. This will enable the designing and implementation of

interventions and policy recommendations to lessen the potentially harmful consequences of echo chambers.

Alternative graph-based methods can predict how information items diffuse among users, even without complete

network data. For example, a consensus approach may be adopted where the aggregate and average properties of

the news items requested in the network determine the likelihood of news items being consumed. Alternatively,

the social approach [23] adopts a diffusion model similar to classical epidemiology, where instead of predicting

the probability that a virus will infect a person, it predicts for each user the probability that he or she will consume

a news item. Both approaches will be pursued in this project to explore the dissemination of information on

social media and messaging platforms.

5.3 Perception of authenticity and trustworthiness

When individuals are exposed to information that challenges their assumptions, there is a danger of triggering

cognitive dissonance, wherein individuals cannot reconcile the new information with their existing beliefs [23].

The consequences of cognitive dissonance can be a detachment from further information consumption or shar-

ing [63], or even a backlash effect which further isolates and polarizes an individual against new perspectives [6].

Therefore, while new algorithms will be imperative to detect and arrest MDM, there remains a need to understand

better how consumers develop perceptions of authenticity and trustworthiness, anticipate the effectiveness of

digital literacy interventions, and engineer digital resilience technologies for the future.

Much of prior work on news trustworthiness has examined the role of surface and content cues [44, 47].

However, a sociotechnical focus still needs to be added on understanding news trustworthiness, with few studies,

if any, exploring the role of platforms and interface cues in determining perceptions of trust [2]. Furthermore, the

literature on trust perception is also disconnected from prior work that has reported individual differences in

the perceived accuracy of online claims [4]. We anticipate that consumers may be influenced in their decision

whether to trust a piece of news by various social factors, such as the environment they grew up in and their

latent predispositions, which could implicate that they are more knowledgeable or less biased in some areas

than others. Furthermore, depending on the style of heuristic processing activated and the duration of news

exposure, consumers may trust differently for the same piece of content. Much of prior work has focused on

cognitive ability as an antecedent of false news appraisal [36], and some studies offer a cross-national exploration

of MDM behavior [3, 5, 40, 74]. However, only some studies have considered these factors in interplay with the

content characteristics of MDM. We also plan to extend prior work beyond deepfakes to semantic information

and beyond news to understand the antecedents of sense-making for a broader range of topics in health, local

politics, world politics, science, and social affairs so that we can test the generalizability of our methods beyond

individual events to the broader information contexts.

In order to better understand perceptions of information authenticity and trustworthiness, the iGyro project

will conduct studies focusing on how trust is developed through technological affordances and perceived through

a consumer-focused lens. We plan to develop a deeper understanding of trust and MDM resilience mechanisms

through large-scale surveys and experiments that would reveal how individuals encounter, compare, and contrast

information. Based on survey insights, we will run experiments that test the effectiveness of the previously

developed information vignettes for different demographic groups to disentangle the various effects of multiple

simultaneously operating cues driving sense-making behavior.

Digit. Gov. Res. Pract., Vol. xx, No. xx, Article xx. Publication date: xx 2024.



330

331

332

333

334

335

336

337

338

339

340

341

342

343

344

345

346

347

348

349

350

351

352

353

354

355

356

357

358

359

360

361

362

363

364

365

366

367

368

369

370

371

372

373

374

375

376

xx:8 • Jaidka et al.

6 SPHERE 3: REGULATION AND POLICY

[𝑀𝑖𝑛 Section Word Count: 1056 as of 27 Jan 2024]

Efforts to regulate any aspect of the digital information pipeline face challenges, particularly if it limits access

to information through censorship. One of the essential virtues of the Web is the ability to access data from

around the world. In the context of larger debates over the governance of AI, regulators across the globe are

struggling to address perceived harms associated with GenAI while not unduly limiting innovation or driving it

elsewhere. The starting point is to be clear about the available objectives, tools, and levers. “Regulation” includes

rules, standards, and less formal forms of supervised self-regulation[7]. Policy interventions are still broader,

including educational and social policies intended to build consumer resilience.

Spreading malicious content is already the subject of regulation in many jurisdictions. Though there is wariness

about unnecessary limits on freedom of speech, even in broadly libertarian jurisdictions like the United States,

one cannot yell “Fire!” in a crowded theatre. Key questions to resolve include whether the tools to generate

content should be regulated. We do not normally regulate private activity — a hateful lie written in a diary is not

a crime, for example; nor do we punish word processing software for the threats typed on it. A notable exception

is that many jurisdictions make it an offense to create or possess child pornography, including synthetic images

in which no actual child was harmed, even if the images are not shared.

For the most part, however, the harm is in the information’s impact on other users and society. In addition to

punishing those who intend harm such as fraud, hate speech, or defamation, much attention has focused on the

responsibility of platforms that host and facilitate access. In the United States, this would require a review of

Section 230 of the 1996 Communications Decency Act, which absolves Internet platforms of responsibility for the

content posted on them.

Singapore adopted the Protection from Online Falsehoods and Manipulation Act (POFMA) [53], which em-

powers ministers to make correction orders for false statements of fact if it is in the public interest to do so.

Though Singapore was criticised [71] when it adopted POFMA in 2019 [30], governments around the world are

considering similar legislation to deal with the problem of fake news [11, 25]. Australia released a draft bill last

year on Combatting Misinformation and Disinformation [51] that has been hotly debated [60] — including its fair

share of fake news. Around the same time, the EU’s Digital Services Act [15] came into force, while Britain passed

a new Online Safety Act [38]. All struggle with the problem of how to deal with “legal but harmful” content

online.

Australia’s bill would have granted its media regulator more power to question platforms on their efforts to

combat misinformation. The backlash against GenAI’s perceived threats to free speech led the government to

postpone its introduction to Parliament until later this year, with promises to “improve the bill” [65] The EU

legislation avoids defining disinformation but limits measures on socially harmful (as opposed to “illegal”) [73]

content to “very large online platforms” and “very large online search engines” — in essence, big tech companies

like Google, Meta, and the like. Ofcom, the body tasked with enforcing the new UK law, states [52] that it is

“not responsible for removing online content” but will help ensure that firms have effective systems in place to

prevent harm.

Such gentle measures may be contrasted with China’s more robust approach, where over-inclusion often

characterizes the “great firewall” [26]. Some years ago, Winnie the Pooh was briefly blocked [67] because of

memes comparing him to President Xi Jinping; earlier efforts to limit discussion of the “Jasmine Revolution”

unfolding across the Arab world in 2011 led to a real-world impact on online sales of jasmine tea [20].

Correcting or blocking content is one of many means of addressing the problem. Limiting the speed with

which false information can be transmitted is another option, analogous to the circuit breakers that protect stock

exchanges from high-frequency trading algorithms sending prices spiraling. In India in 2018, WhatsApp began

limiting the ability to forward messages [57] after lynch mobs killed several people following rumors circulated
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on the platform. A study based on data collected from India, Brazil, and Indonesia showed that such methods can

delay the spread of information [18] but are ineffective in blocking the propagation of disinformation campaigns

in public groups.

Another platform-based approach is to be more transparent about the provenance of information. Several

now promise to label synthetic content, though the ease of creation makes this a challenging game of catch-up.

Tellingly, the US tech companies that agreed to voluntary watermarking [62] last year limited those commitments

to images and video, echoed in the Biden Administration’s October 2023 executive order [27]. Synthetic text is

nearly impossible to label consistently; as it becomes easier to generate multimedia, images and video will likely

go the same way.

As synthetic media becomes more common, it may be easier to label human content rather than AI. Trusted

organizations may also watermark images so that users can identify where a photo originates. The problem

here is that tracking such data requires effort, and many users demonstrate little interest in verifying whether

information is true. Twitter (prior to its acquisition by Elon Musk) introduced a “read before you retweet” [32]

prompt, which was intended to stop knee-jerk sharing of news based solely on the headline. It appeared to have

a positive impact [39] but was not enough to stop the slide into toxicity post-Musk.

The ideal, of course, is for users to take responsibility for what they consume and share. Those who grew up

watching curated nightly news or scanning a physical newspaper may be mystified by a generation that learns

about current events from social media feeds and the following video on TikTok. Nevertheless, concerns about

the information diet of the public are as old as democracy itself. Some months before the US Constitution was

drafted in 1787, Thomas Jefferson pondered whether it would be better to have a government without newspapers

or newspapers without a government [66]. “I should not hesitate a moment to prefer the latter,” he concluded,

making clear that he meant that all citizens should receive those papers and be capable of reading them.

7 CONCLUSION AND OUTLOOK

[𝑀𝑖𝑛 Section Word Count: 279 as of 27 Jan 2024]

The world over, as governments begin to regulate GenAI, it is still being determined whether legal restrictions

or self-regulation will be more effective in the long run [28], as regulations are often outdated by the time they

become policy. One of the reasons is also that governments and citizens still dispute precisely what aspects of

AI need reining in and where the risks reside [28]. Lawsuits focusing on the copyright infringements around

GenAI may miss the forest for the trees, as GenAI is increasingly affecting and altering how people confront

and perceive their world [43]. Geographic borders do not bind the problems and consequences of MDM [37];

therefore, while the iGyro project will act as the epicenter of MDM technology and policy research in Asia, it will

benefi from and leverage international collaborations toward the general goal of mitigating the risks of GenAI.

Even in the face of evolving adversarial technologies such as GenAI, human nature remains the critical driver

of information diffusion on social media, as consumers continue to accept and even demand information rife

with falsity. Without the tools to discern truth from falsity, vulnerable citizens will be influenced, misled, and

possibly fall prey to those seeking personal gain. Moreover, without sufficient guardrails in place for GenAI

by big tech [8], societies worldwide are in danger of descending into misinformation, disinformation, and mal-

information (MDM) that threaten to disrupt the precarious balance that allows different identities, ideologies, and

communities to coexist mutually and thrive [48]. iGyro’s goals are to develop new technologies that reinforce

the digital information pipeline, tools that empower consumers, and policies that enervate governments to apply

a prophylactic approach to AI governance. Together, our three spheres of research will build a sustainable and

flexible approach to digital information resilience.
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